
Sztochasztikus konvergencia, majdnem biztos konvergencia

Az Xn véletlen változó sorozat sztochasztikusan (valószínűségben) konvergál az X
véletlen változóhoz (Xn

szt−→X), ha bármely ε-hoz van olyan N , hogy minden n > N -
re

P (|Xn −X| > ε) < ε.

Az Xn véletlen változó sorozat majdnem biztosan (1 valószínűséggel) konvergál
az X véletlen változóhoz (Xn

mb−→X), ha

P
(

lim
n→∞

Xn = X
)

= 1.

Diszkrét eloszlások

• Bernoulli-eloszlás (egyszerű alternatíva):

P(X = 1) = p, P(X = 0) = q, p+ q = 1.

E(X) = p, D2(X) = p · q, GX(s) = q + p · s.

• Binomiális eloszlás (n független Bernoulli összege):

P(X = k) =
(
n
k

)
pkqn−k, p+ q = 1, k = 0, 1, . . . , n.

E(X) = n · p, D2(X) = n · p · q, GX(s) = (q + p · s)n.

• Poisson-eloszlás (binomiális eloszlás limesze, ha n→∞ és p · n = λ):

P(X = k) = 1
k!
λk · e−λ, λ > 0, k = 0, 1, . . .

E(X) = λ, D2(X) = λ, GX(s) = eλ·(s−1).

• Geometriai eloszlás (az egyszerű alternatíva független ismétléseinek száma az
első 1-es megjelenéséig):

P(X = k) = p · qk−1, p+ q = 1, k = 1, 2, . . .

E(X) = 1
p
, D2(X) = q

p2
, GX(s) = p·s

1−q·s .

• Negatív binomiális eloszlás (r darab geometriai összege):

P(X = r + k) =
(
k+r−1
r−1

)
prqk, p+ q = 1, k = 0, 1, . . .

E(X) = r
p
, D2(X) = r·q

p2
, GX(s) = ( p·s

1−q·s)
r.

• Hipergeometrikus eloszlás (visszatevés nélküli mintavétel):

P(X = k) =
(Mk )·(N−Mn−k )

(Nn)
M < N, n ≤ N, k = 0, 1, . . . , n.

E(X) = n · M
N
, D2(X) = n · M

N
· (1− M

N
) · (1− n−1

N−1
).
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Abszolút folytonos eloszlások:

• Normális (Gauss-) eloszlás:

fX(x) = 1√
2πσ

e−
(x−m)2

2σ2 0 < σ.

E(X) = m, D2(X) = σ2 ψX(t) = ei·m·t−
σ2

2
t2 .

• Lognormális eloszlás (eX eloszlása, ahol X Gauss):

fX(x) = 1
x·
√

2πσ
e−

(lnx−m)2

2σ2 0 < σ.

E(X) = em+σ2/2, D2(X) = e2m+σ2 · (eσ2 − 1).

• Exponenciális eloszlás:
fX(x) = λ · e−λ·x, 0 < x, 0 < λ.
E(X) = 1

λ
, D2(X) = 1

λ2
ψX(t) = 1

1− i·t
λ

.

• Általánosított exponenciális eloszlás:
fX(x) = λ · e−λ(x−a), a < x, 0 < λ.
E(X) = 1

λ
+ a, D2(X) = 1

λ2
.

• Gamma-eloszlás:
fX(x) = λα

Γ(α)
xα−1e−λx, x ≥ 0 (Γ(α) =

∫∞
0
xα−1e−xdx)

E(X) = α
λ

D2(X) = α
λ2

ψX(t) =
(
1− i t

λ

)−α.
• χ2 eloszlás n szabadságfokkal:
fX(x) = xn/2−1e−x/2

2n/2Γ(n/2)
x ≥ 0

E(X) = n D2(X) = 2n ψX(t) =
(
1− i t

2

)−n/2.
• Béta eloszlás a, b paraméterrel:
fX(x) = 1

B(a,b)
xa−1(1− x)b−1 0 < x < 1, B(a, b) = Γ(a)Γ(b)

Γ(a+b)

E(X) = a
a+b

, D2(X) = ab
(a+b)2(a+b+1)

• Egyenletes eloszlás (az (a, b) intervallumon):
fX(x) = 1

b−a , ha a < x < b, 0 különben.

E(X) = a+b
2
, D2(X) = 1

12
(b− a)2 ha a = −b: ψX(t) = sin bt

b·t .

• Pareto eloszlás:
fX(x) = p ap

xp+1 , ha x ≥ a 0 különben
E(X) = pa

p−1
ha p > 1 és ∞ különben

D2(X) = a2p
(p−1)(p−1)

ha p > 2 és ∞, ha 1 < p ≤ 2.

• d-dimenziós normális eloszlás:
fX(x) = (2π)−d/2|C|−1/2e−

1
2

(x−m)>C−1(x−m).
E(X) = m, D2(X) = C
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Nevezetes próbák statisztikái, H0 melletti eloszlásai

• Egymintás t-próba: t = X−µ0
S∗n/
√
n
∼ t(n− 1)

• Kétmintás t-próba: t = X−Y√
(n1−1)S∗X

2+(n2−1)S∗Y
2

√
n1n2(n1+n2−2)

n1+n2
∼ t(n1 + n2 − 2)

• Welch próba: t = X−Y√
S∗2
X
n1

+
S∗2
Y
n2

∼ t(df), df ≈
(

c2

n1−1
+ (1−c)2

n2−1

)−1

és c =
S∗2X /n1

S∗2X /n1+S∗2Y /n2

• χ2 próba (szórásra): χ2 = nS∗2

σ2
0
∼ χ2(n− 1)

• F -próba: F =
S∗X

2

S∗Y
2 ∼ F(n1 − 1, n2 − 1)

• χ2-próba: χ2 =
∑r

i=1
(ϕi−npi)2

npi
→ χ2(r − 1), n→∞

• Homogenitásvizsgálat χ2-próbával:

χ2 = n1n2

∑r
i=1

1
µi+νi

(
µi
n1
− νi

n2

)2

→ χ2(r − 1),min(n1, n2)→∞

• Függetlenségvizsgálat χ2-próbával:

χ2 = n
∑r

i=1

∑s
j=1

(νij−
νi·ν·j
n

)2

νi·ν·j
→ χ2((r − 1)(s− 1)), n→∞

• Kolmogorov–Szmirnov-próba: ∆n = supx∈R |F ∗n(x)− F0(x)|,√
n∆n aszimptotikusan Kolmogorov-eloszlású

• Kétmintás Kolmogorov–Szmirnov-próba: ∆n1,n2 = supx∈R |F ∗n1
(x)−G∗n2

(x)|,√
n1n2

n1+n2
∆n1,n2 aszimptotikusan Kolmogorov-eloszlású

• Wilcoxon-próba: T+ =
∑

i:Xi>m0
Ri, ahol Ri a |Xi −m0| rangszáma,

T+−E(T+)
D(T+)

= T+−n(n+1)/4√
n(n+1)(2n+1)/24

→ N (0, 1), n→∞

• Kétmintás Wilcoxon-próba: RY =
∑n1

i=1Ri, ahol Yi rangja Ri az egyesített
mintában, RY −E(RY )

D(RY )
= RY −n1(n1+n2+1)/2√

n1n2(n1+n2+1)/12
→ N (0, 1), min(n1, n2)→∞

• Hotelling-féle T 2-próba: T 2 = n(X−m)>Ĉ∗
−1

(X−m); n−d
d
· T 2

n−1
∼ F(d, n−d)

• Kétmintás Hotelling teszt: T 2 = n1n2

n1+n2
(X − Y)>Ĉ∗

−1
(X − Y); n1+n2−d−1

d
·

T 2

n1+n2−2
∼ F(d, n1 + n2 − d− 1)

• Egyszempontos varianciaanalízis: F = Qa
Qe
· n−r
r−1
∼ F(r − 1, n− r), ahol

Qa =
∑r

i=1 ni(X i −X)2, Qe =
∑r

i=1

∑ni
j=1(Xij −X i)
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• Regresszióanalízis: F = Qr
Qe

(n− 2) ∼ F(1, n− 2), ahol
Qr =

∑n
i=1(Ŷi − Y )2, Qe =

∑n
i=1(Yi − Ŷi)2
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