Sztochasztikus konvergencia, majdnem biztos konvergencia

Az X, véletlen valtozo sorozat sztochasztikusan (valészintiségben) konvergél az X

véletlen valtozohoz (X, N ), ha barmely e-hoz van olyan N, hogy minden n > N-
re
P(|X, — X|>¢) <e.

Az X, véletlen valtozo sorozat majdnem biztosan (1 valosziniiséggel) konvergél
az X véletlen valtozohoz (X, 2 X ), ha

P(hm Xn:X>:1.

n—oo

Diszkrét eloszlasok

e Bernoulli-eloszlas (egyszert alternativa):
P(X=1)=p, P(X=0)=¢, p+q=1
E(X)=p, D*X)=p-q Gx(s)=q+p-s
e Binomialis eloszlas (n fiiggetlen Bernoulli 6sszege):
P(X =k)=()pf¢" ™ p+q=1,k=0,1,...,n.
E(X)=n-p, DXX)=n-p-q, Gx(s)=(q+p-s)"
e Poisson-eloszlas (binomialis eloszlas limesze, ha n — 0o és p-n = A):
P(X=k)=L\N-e? A>0, k=0,1,...
E(X)=A D*X)=2), Gx(s)=eNe1,
e Geometriai eloszlas (az egyszerd alternativa fiiggetlen ismétléseinek szama az
elsG 1-es megjelenéséig):
PX=k=p-¢ ' ptqg=1 k=1,2,...
E(X)=1 D*X)=49%, Gx(s)=-L

— p p2) 1—q-s”

e Negativ binomialis eloszlas (r darab geometriai Gsszege):

P(X=r+k)=("T)pd pra=1k=0,1,...

BX) =17 DXX)=7% Gx(s)=(E5)"

1—q-s
e Hipergeometrikus eloszlas (visszatevés nélkiili mintavétel):
]VI) (N—M

P(X:k):MMU\/, n<N, k=0,1,...,n.

()

E(X) =n- 4, DXX)=n-4 (1-4)-(1-3=).

=S



Abszolut folytonos eloszlasok:

e Normalis (Gauss-) eloszlas:

(z=—m)?
fX<>_\/T€ 202 0<o.

E(X)=m, DXX)=0> ux(t)=ecm%"

e Lognormaélis eloszlas (e eloszlasa, ahol X Gauss):

(lngc—m)2

fx(x) = - IQMe_ 202 0<o.

E(X) =™ /2) D¥(X) =2+ . (e7” — 1),

e Exponencialis eloszlas:
fx(@)=X-e ™ 0<z, 0< .
B(X) =1, DAX)=4 ox(t)= 2

X

e Altalanositott exponenciélis eloszlas:
fx(@)=A-e?@"9 g <0<
E(X)=1+a, D*X)=+%

peR
e Gamma-closzlas:

fx(x) = a)xo‘ e 2>0 (D(o) = [;7 2% e "dx)

E(X)=2 DXX)=%& ox(t)=(1-it)™"

by A2

o \? eloszlas n szabadsagfokkal:
n/2—1,—xz/2

fx(@) = Gmrtmy 120

E(X)=n DXX)=2n o¢x(t)=(1—ik) "%

t
2
e Béta eloszlas a, b paraméterrel:
fx(z) = ab)xa_l(l —2)1 0<ax<1, B(ab) = FF(a)F(b)
E(X)=-%, D*X)= ab

a+b? (a+b)2(a+b+1)

e Egyenletes eloszlas (az (a,b) intervallumon):
fx(z) = 3=, ha a <z <b, 0 kiilénben.
E(X)=2% DXX)=L1(b—a)® haa=—b ()=l

2 bt
e Pareto eloszlas:

fx(@) =p=%r, hax >a O kiilénben

E(X) =24 ha p > 1 és oo kiilénben

D*(X) =

(p— 1)_p 1) hap>2ésoo,hal<p<2.

e d-dimenziés normalis eloszlas:
fx(x) = (2m) 42| C| /22 (xmm) TCT (xmm)
E(X)=m, D*X)=C



Nevezetes probak statisztikai, Hy, melletti eloszlasai

Egymintas ¢-proba: t = SY;X}% ~t(n—1)

Kétmintas t-proba: t = \/(nrl)S%X?—f(ng—l)sy ”1"2511::;2—2) ~t(ng +ngy —2)

Welch proba: t = % ~ t(df), df =~ <m T+ ($2f)12)_1 ésc= %
n Ty

X2 proba (szorésra): x? = "S* ~x}(n—1)

F-proba: ' = Z);z ~ F(ny—1,ny—1)

x?-proba: x* =30, (ommp® 4 320 1) 00

np;
Homogenitasvizsgélat y2-probaval:

1 v;

2
X2 =nmne >, e <7’1‘—; — E) — x*(r — 1), min(ny, ng) — oo

Fiiggetlenségvizsgalat y2-probaval:
Vi._ui,l/_j 2
=03, S Bl S (= 1)(s — 1), n = o0

Kolmogorov-Szmirnov-proba: A, = sup, g |Fi(z) — Fo(x)],
V/nA,, aszimptotikusan Kolmogorov-eloszlasi

Kétmintas Kolmogorov—Szmirnov-proba: Ay, ,, = sup,cg |Fyy (z) — G;,(7)],
nine . . P
\/ mirs Ay n, aszimptotikusan Kolmogorov-eloszlasi

Wilcoxon-proba: T =" X,>m, i, ahol R; a | X; — mp| rangszama,

TH_E(T+) _  Tt—n(n+1)/4

DT*)  (/a(n+1)(2n+1)/24 = N(0,1), n — 00
Kétmintas Wilcoxon-proba: Ry = Y ', R;, ahol Y; rangja R; az egyesitett
mintdban, B EBy) _ By mudnat D2y Ar(0) 1), min(ng,ns) — o0

D(RY) o \/nlng(n1+n2+1)/12
Hotelling-féle T2-proba: T? = n(X — m)TC*il(X—m); ned. nT—_21 ~ F(d,n—d)

Kétmintas Hotelling teszt: T2 = -2 (X — ?)T(j*il(i —Y); ftne—d-l,

) ni1+ne d
o F(dom g — d— 1)

ni+ng—2

3

a‘ .

Egyszempontos varianciaanalizis: F = n— ~ F(r—1,n—r), ahol
Qa = 2o mi(Xi — X)?, =2 12 (X — X3)?

£(n—2) ~ F(1,n —2), ahol

e = Zi:l(Y; - ifz)Q

|©

Regresszidanalizis: F' =

Qr = Z:L:l({/l - 7)2’

@@



