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Preface

The Global system for mobile communications (GSM) is the dominant wireless cellular
standard with over 3.5 billion subscribers worldwide covering more than 85% of the global
mobile market. Furthermore, the number of worldwide subscribers using high-speed packet
access (HSPA) networks topped 70 million in 2008. HSPAis a 3G evolution of GSM supporting
high-speed data transmissions using WCDMAtechnology. Global uptake of HSPAtechnology
among consumers and businesses is accelerating, indicating continued traffic growth for high-
speed mobile networks worldwide. In order to meet the continued traffic growth demands,
an extensive effort has been underway in the 3G Partnership Project (3GPP) to develop a
new standard for the evolution of GSM/HSPA technology towards a packet-optimized system
referred to as Long-Term Evolution (LTE).

The goal of the LTE standard is to create specifications for a new radio-access technology
geared to higher data rates, low latency and greater spectral efficiency. The spectral efficiency
target for the LTE system is three to four times higher than the current HSPA system. These
aggressive spectral efficiency targets require pushing the technology envelope by employing
advanced air-interface techniques such as low-PAPR orthogonal uplink multiple access
based on SC-FDMA(single-carrier frequency division multiple access) MIMO multiple-input
multiple-output multi-antenna technologies, inter-cell interference mitigation techniques, low-
latency channel structure and single-frequency network (SFN) broadcast. The researchers
and engineers working on the standard come up with new innovative technology proposals
and ideas for system performance improvement. Due to the highly aggressive standard
development schedule, these researchers and engineers are generally unable to publish
their proposals in conferences or journals, etc. In the standards development phase, the
proposals go through extensive scrutiny with multiple sources evaluating and simulating
the proposed technologies from system performance improvement and implementation
complexity perspectives. Therefore, only the highest-quality proposals and ideas finally make
into the standard.

The book provides detailed coverage of the air-interface technologies and protocols that
withstood the scrutiny of the highly sophisticated technology evaluation process typically
used in the 3GPP physical layer working group. We describe why certain technology choices
were made in the standard development process and how each of the technology components
selected contributes to the overall system performance improvement.As such, the book serves
as a valuable reference for system designers and researchers not directly involved in the
standard development phase.

I am indebted to many colleagues at Samsung, in particular to Zhouyue (Jerry) Pi,
Jianzhong (Charlie) Zhang, Jiann-An Tsai, Juho Lee, Jin-Kyu Han and Joonyoung Cho. These
colleagues and other valued friends, too numerous to be mentioned, have deeply influenced my
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understanding of wireless communications and standards. Without the unprecedented support
of Phil Meyler, Sarah Matthews, Dawn Preston and their colleagues at Cambridge University
Press, this monograph would never have reached the readers. Finally my sincere gratitude
goes to the numerous researchers and engineers who contributed to the development of the
LTE standard in 3GPP, without whom this book would not have materialized.



1 Introduction

The cellular wireless communications industry witnessed tremendous growth in the past
decade with over four billion wireless subscribers worldwide. The first generation (1G)
analog cellular systems supported voice communication with limited roaming. The second
generation (2G) digital systems promised higher capacity and better voice quality than
did their analog counterparts. Moreover, roaming became more prevalent thanks to fewer
standards and common spectrum allocations across countries particularly in Europe. The two
widely deployed second-generation (2G) cellular systems are GSM (global system for mobile
communications) and CDMA (code division multiple access). As for the 1G analog systems,
2G systems were primarily designed to support voice communication. In later releases of
these standards, capabilities were introduced to support data transmission. However, the data
rates were generally lower than that supported by dial-up connections. The ITU-R initiative
on IMT-2000 (international mobile telecommunications 2000) paved the way for evolution to
3G.Aset of requirements such as a peak data rate of 2 Mb/s and support for vehicular mobility
were published under IMT-2000 initiative. Both the GSM and CDMA camps formed their
own separate 3G partnership projects (3GPP and 3GPP2, respectively) to develop IMT-2000
compliant standards based on the CDMAtechnology. The 3G standard in 3GPPis referred to as
wideband CDMA (WCDMA) because it uses a larger 5 MHz bandwidth relative to 1.25 MHz
bandwidth used in 3GPP2’s cdma2000 system. The 3GPP2 also developed a 5 MHz version
supporting three 1.25 MHz subcarriers referred to as cdma2000-3x. In order to differentiate
from the 5 MHz cdma2000-3x standard, the 1.25 MHz system is referred to as cdma2000-1x
or simply 3G-1x.

The first release of the 3G standards did not fulfill its promise of high-speed data
transmissions as the data rates supported in practice were much lower than that claimed
in the standards. A serious effort was then made to enhance the 3G systems for efficient data
support. The 3GPP2 first introduced the HRPD (high rate packet data) [1] system that used
various advanced techniques optimized for data traffic such as channel sensitive scheduling,
fast link adaptation and hybrid ARQ, etc. The HRPD system required a separate 1.25 MHz
carrier and supported no voice service. This was the reason that HRPD was initially referred
to as cdma2000-1xEVDO (evolution data only) system. The 3GPP followed a similar path
and introduced HSPA (high speed packet access) [2] enhancement to the WCDMA system.
The HSPA standard reused many of the same data-optimized techniques as the HRPD system.
A difference relative to HRPD, however, is that both voice and data can be carried on the same
5 MHz carrier in HSPA. The voice and data traffic are code multiplexed in the downlink. In
parallel to HRPD, 3GPP2 also developed a joint voice data standard that was referred to as
cdma2000-1xEVDV (evolution data voice) [3]. Like HSPA, the cdma2000-1xEVDV system
supported both voice and data on the same carrier but it was never commercialized. In the
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later release of HRPD, VoIP (Voice over Internet Protocol) capabilities were introduced to
provide both voice and data service on the same carrier. The two 3G standards namely HSPA
and HRPD were finally able to fulfill the 3G promise and have been widely deployed in major
cellular markets to provide wireless data access.

1.1 Beyond 3G systems

While HSPA and HRPD systems were being developed and deployed, IEEE 802 LMSC
(LAN/MAN Standard Committee) introduced the IEEE 802.16e standard [4] for mobile
broadband wireless access. This standard was introduced as an enhancement to an earlier
IEEE 802.16 standard for fixed broadband wireless access. The 802.16e standard employed a
different access technology named OFDMA (orthogonal frequency division multiple access)
and claimed better data rates and spectral efficiency than that provided by HSPA and HRPD.
Although the IEEE 802.16 family of standards is officially called WirelessMAN in IEEE, it
has been dubbed WiMAX (worldwide interoperability for microwave access) by an industry
group named the WiMAX Forum. The mission of the WiMAX Forum is to promote and certify
the compatibility and interoperability of broadband wireless access products. The WiMAX
system supporting mobility as in IEEE 802.16e standard is referred to as Mobile WiMAX. In
addition to the radio technology advantage, Mobile WiMAX also employed a simpler network
architecture based on IP protocols.

The introduction of Mobile WiMAX led both 3GPP and 3GPP2 to develop their own
version of beyond 3G systems based on the OFDMA technology and network architecture
similar to that in Mobile WiMAX. The beyond 3G system in 3GPP is called evolved universal
terrestrial radio access (evolved UTRA) [5] and is also widely referred to as LTE (Long-Term
Evolution) while 3GPP2’s version is called UMB (ultra mobile broadband) [6] as depicted
in Figure 1.1. It should be noted that all three beyond 3G systems namely Mobile WiMAX,

GSM WCDMA/HSPA LTE LTE-advancedLTE-advanced

CDMA
Cdma2000/

HRPD
UMB

802.16e/
WiMAX

802 12.16m802 16m

2G 3G/IMT-2000 Beyond 3G and 4G/IMT-advanced

3GPP

3GPP2

IEEE
802

LMSC

Figure 1.1. Cellular systems evolution.
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Table 1.1. LTE system attributes.

Bandwidth 1.25–20 MHz
Duplexing FDD, TDD, half-duplex FDD
Mobility 350 km/h

Multiple access
Downlink OFDMA
Uplink SC-FDMA

MIMO
Downlink 2 × 2, 4 × 2, 4 × 4
Uplink 1 × 2, 1 × 4

Peak data rate in 20 MHz

Downlink 173 and 326 Mb/s for 2 × 2 and 4 × 4
MIMO, respectively

Uplink 86 Mb/s with 1×2 antenna configuration

Modulation QPSK, 16-QAM and 64-QAM

Channel coding Turbo code

Other techniques Channel sensitive scheduling, link
adaptation, power control, ICIC and
hybrid ARQ

LTE and UMB meet IMT-2000 requirements and hence they are also part of IMT-2000 family
of standards.

1.2 Long-Term Evolution (LTE)

The goal of LTE is to provide a high-data-rate, low-latency and packet-optimized radio-
access technology supporting flexible bandwidth deployments [7]. In parallel, new network
architecture is designed with the goal to support packet-switched traffic with seamless
mobility, quality of service and minimal latency [8].

The air-interface related attributes of the LTE system are summarized in Table 1.1. The
system supports flexible bandwidths thanks to OFDMA and SC-FDMA access schemes. In
addition to FDD (frequency division duplexing) and TDD (time division duplexing), half-
duplex FDD is allowed to support low cost UEs. Unlike FDD, in half-duplex FDD operation
a UE is not required to transmit and receive at the same time. This avoids the need for a costly
duplexer in the UE. The system is primarily optimized for low speeds up to 15 km/h. However,
the system specifications allow mobility support in excess of 350 km/h with some performance
degradation. The uplink access is based on single carrier frequency division multiple access
(SC-FDMA) that promises increased uplink coverage due to low peak-to-average power ratio
(PAPR) relative to OFDMA.

The system supports downlink peak data rates of 326 Mb/s with 4 × 4 MIMO (multiple
input multiple output) within 20 MHz bandwidth. Since uplink MIMO is not employed in
the first release of the LTE standard, the uplink peak data rates are limited to 86 Mb/s within
20 MHz bandwidth. In addition to peak data rate improvements, the LTE system provides two
to four times higher cell spectral efficiency relative to the Release 6 HSPA system. Similar
improvements are observed in cell-edge throughput while maintaining same-site locations
as deployed for HSPA. In terms of latency, the LTE radio-interface and network provides
capabilities for less than 10 ms latency for the transmission of a packet from the network to
the UE.
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1.3 Evolution to 4G

The radio-interface attributes for Mobile WiMAX and UMB are very similar to those of
LTE given in Table 1.1. All three systems support flexible bandwidths, FDD/TDD duplexing,
OFDMA in the downlink and MIMO schemes. There are a few differences such as uplink
in LTE is based on SC-FDMA compared to OFDMA in Mobile WiMAX and UMB. The
performance of the three systems is therefore expected to be similar with small differences.

Similar to the IMT-2000 initiative, ITU-R Working Party 5D has stated requirements for
IMT-advanced systems. Among others, these requirements include average downlink data
rates of 100 Mbit/s in the wide area network, and up to 1 Gbit/s for local access or low-
mobility scenarios. Also, at the World Radiocommunication Conference 2007 (WRC-2007),
a maximum of a 428 MHz new spectrum is identified for IMT systems that also include a
136 MHz spectrum allocated on a global basis.

Both 3GPPand IEEE 802 LMSC are actively developing their own standards for submission
to IMT-advanced. The goal for both LTE-advanced [9] and IEEE 802.16 m [10] standards
is to further enhance system spectral efficiency and data rates while supporting backward
compatibility with their respective earlier releases. As part of the LTE-advanced and IEEE
802.16 standards developments, several enhancements including support for a larger than
20 MHz bandwidth and higher-order MIMO are being discussed to meet the IMT-advanced
requirements.

References
[1] 3GPP2 TSG C.S0024-0 v2.0, cdma2000 High Rate Packet Data Air Interface Specification.
[2] 3GPP TSG RAN TR 25.848 v4.0.0, Physical Layer Aspects of UTRA High Speed Downlink

Packet Access.
[3] 3GPP2 TSG C.S0002-C v1.0, Physical Layer Standard for cdma2000 Spread Spectrum Systems,

Release C.
[4] IEEE Std 802.16e-2005,Air Interface for Fixed and Mobile BroadbandWirelessAccess Systems.
[5] 3GPP TSG RAN TR 25.912 v7.2.0, Feasibility Study for Evolved Universal Terrestrial Radio

Access (UTRA) and Universal Terrestrial Radio Access Network (UTRAN).
[6] 3GPP2 TSG C.S0084-001-0 v2.0, Physical Layer for Ultra Mobile Broadband (UMB) Air

Interface Specification.
[7] 3GPP TSG RAN TR 25.913 v7.3.0, Requirements for Evolved Universal Terrestrial Radio

Access (UTRA) and Universal Terrestrial Radio Access Network (UTRAN).
[8] 3GPPTSG RAN TR 23.882 v1.15.1, 3GPP SystemArchitecture Evolution: Report on Technical
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(LTE-Advanced).
[10] IEEE 802.16m-07/002r4, TGm System Requirements Document (SRD).



2 Network architecture and protocols

The LTE network architecture is designed with the goal of supporting packet-switched traffic
with seamless mobility, quality of service (QoS) and minimal latency. A packet-switched
approach allows for the supporting of all services including voice through packet connections.
The result in a highly simplified flatter architecture with only two types of node namely evolved
Node-B (eNB) and mobility management entity/gateway (MME/GW). This is in contrast to
many more network nodes in the current hierarchical network architecture of the 3G system.
One major change is that the radio network controller (RNC) is eliminated from the data
path and its functions are now incorporated in eNB. Some of the benefits of a single node in
the access network are reduced latency and the distribution of the RNC processing load into
multiple eNBs. The elimination of the RNC in the access network was possible partly because
the LTE system does not support macro-diversity or soft-handoff.

In this chapter, we discuss network architecture designs for both unicast and broadcast
traffic, QoS architecture and mobility management in the access network. We also briefly
discuss layer 2 structure and different logical, transport and physical channels along with
their mapping.

2.1 Network architecture

All the network interfaces are based on IP protocols. The eNBs are interconnected by means of
an X2 interface and to the MME/GW entity by means of an S1 interface as shown in Figure 2.1.
The S1 interface supports a many-to-many relationship between MME/GW and eNBs [1].

The functional split between eNB and MME/GW is shown in Figure 2.2. Two logical
gateway entities namely the serving gateway (S-GW) and the packet data network gateway
(P-GW) are defined. The S-GW acts as a local mobility anchor forwarding and receiving
packets to and from the eNB serving the UE. The P-GW interfaces with external packet
data networks (PDNs) such as the Internet and the IMS. The P-GW also performs several IP
functions such as address allocation, policy enforcement, packet filtering and routing.

The MME is a signaling only entity and hence user IP packets do not go through MME. An
advantage of a separate network entity for signaling is that the network capacity for signaling
and traffic can grow independently.The main functions of MME are idle-mode UE reachability
including the control and execution of paging retransmission, tracking area list management,
roaming, authentication, authorization, P-GW/S-GW selection, bearer management including
dedicated bearer establishment, security negotiations and NAS signaling, etc.

Evolved Node-B implements Node-B functions as well as protocols traditionally
implemented in RNC. The main functions of eNB are header compression, ciphering and
reliable delivery of packets. On the control side, eNB incorporates functions such as admission
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Figure 2.1. Network architecture.
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Figure 2.2. Functional split between eNB and MME/GW.

control and radio resource management. Some of the benefits of a single node in the access
network are reduced latency and the distribution of RNC processing load into multiple eNBs.

The user plane protocol stack is given in Figure 2.3. We note that packet data convergence
protocol (PDCP) and radio link control (RLC) layers traditionally terminated in RNC on
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Figure 2.3. User plane protocol.
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Figure 2.4. Control plane protocol stack.

the network side are now terminated in eNB. The functions performed by these layers are
described in Section 2.2.

Figure 2.4 shows the control plane protocol stack. We note that RRC functionality
traditionally implemented in RNC is now incorporated into eNB. The RLC and MAC layers
perform the same functions as they do for the user plane. The functions performed by the
RRC include system information broadcast, paging, radio bearer control, RRC connection
management, mobility functions and UE measurement reporting and control. The non-access
stratum (NAS) protocol terminated in the MME on the network side and at the UE on the
terminal side performs functions such as EPS (evolved packet system) bearer management,
authentication and security control, etc.

The S1 and X2 interface protocol stacks are shown in Figures 2.5 and 2.6 respectively.
We note that similar protocols are used on these two interfaces. The S1 user plane interface
(S1-U) is defined between the eNB and the S-GW. The S1-U interface uses GTP-U (GPRS
tunneling protocol – user data tunneling) [2] on UDP/IP transport and provides non-guaranteed
delivery of user plane PDUs between the eNB and the S-GW. The GTP-U is a relatively simple
IP based tunneling protocol that permits many tunnels between each set of end points. The
S1 control plane interface (S1-MME) is defined as being between the eNB and the MME.
Similar to the user plane, the transport network layer is built on IP transport and for the reliable
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Figure 2.5. S1 interface user and control planes.
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Figure 2.6. X2 interface user and control planes.

transport of signaling messages SCTP (stream control transmission protocol) is used on top of
IP. The SCTP protocol operates analogously to TCP ensuring reliable, in-sequence transport
of messages with congestion control [3]. The application layer signaling protocols are referred
to as S1 application protocol (S1-AP) and X2 application protocol (X2-AP) for S1 and X2
interface control planes respectively.

2.2 QoS and bearer service architecture

Applications such as VoIP, web browsing, video telephony and video streaming have special
QoS needs. Therefore, an important feature of any all-packet network is the provision of
a QoS mechanism to enable differentiation of packet flows based on QoS requirements. In
EPS, QoS flows called EPS bearers are established between the UE and the P-GW as shown
in Figure 2.7. A radio bearer transports the packets of an EPS bearer between a UE and an
eNB. Each IP flow (e.g. VoIP) is associated with a different EPS bearer and the network can
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Figure 2.7. EPS bearer service architecture.

prioritize traffic accordingly. When receiving an IP packet from the Internet, P-GW performs
packet classification based on certain predefined parameters and sends it an appropriate EPS
bearer. Based on the EPS bearer, eNB maps packets to the appropriate radio QoS bearer. There
is one-to-one mapping between an EPS bearer and a radio bearer.

2.3 Layer 2 structure

The layer 2 of LTE consists of three sublayers namely medium access control, radio link
control (RLC) and packet data convergence protocol (PDCP). The service access point (SAP)
between the physical (PHY) layer and the MAC sublayer provide the transport channels
while the SAP between the MAC and RLC sublayers provide the logical channels. The MAC
sublayer performs multiplexing of logical channels on to the transport channels.

The downlink and uplink layer 2 structures are given in Figures 2.8 and 2.9 respectively.
The difference between downlink and uplink structures is that in the downlink, the MAC
sublayer also handles the priority among UEs in addition to priority handling among the
logical channels of a single UE. The other functions performed by the MAC sublayers in
both downlink and uplink include mapping between the logical and the transport channels,
multiplexing of RLC packet data units (PDU), padding, transport format selection and hybrid
ARQ (HARQ).

The main services and functions of the RLC sublayers include segmentation, ARQ
in-sequence delivery and duplicate detection, etc. The in-sequence delivery of upper layer
PDUs is not guaranteed at handover. The reliability of RLC can be configured to either
acknowledge mode (AM) or un-acknowledge mode (UM) transfers. The UM mode can be
used for radio bearers that can tolerate some loss. In AM mode, ARQ functionality of RLC
retransmits transport blocks that fail recovery by HARQ. The recovery at HARQ may fail
due to hybrid ARQ NACK to ACK error or because the maximum number of retransmission
attempts is reached. In this case, the relevant transmitting ARQ entities are notified and
potential retransmissions and re-segmentation can be initiated.
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The PDCP layer performs functions such as header compression and decompression,
ciphering and in-sequence delivery and duplicate detection at handover for RLC AM, etc. The
header compression and decompression is performed using the robust header compression
(ROHC) protocol [4].

2.3.1 Downlink logical, transport and physical channels

The relationship between downlink logical, transport and physical channels is shown in
Figure 2.10. A logical channel is defined by the type of information it carriers. The logical
channels are further divided into control channels and traffic channels. The control channels
carry control-plane information, while traffic channels carry user-plane information.

In the downlink, five control channels and two traffic channels are defined. The downlink
control channel used for paging information transfer is referred to as the paging control channel
(PCCH). This channel is used when the network has no knowledge about the location cell of
the UE. The channel that carries system control information is referred to as the broadcast
control channel (BCCH). Two channels namely the common control channel (CCCH) and the
dedicated control channel (DCCH) can carry information between the network and the UE.
The CCCH is used for UEs that have no RRC connection while DCCH is used for UEs that
have an RRC connection. The control channel used for the transmission of MBMS control
information is referred to as the multicast control channel (MCCH). The MCCH is used by
only those UEs receiving MBMS.

The two traffic channels in the downlink are the dedicated traffic channel (DTCH) and the
multicast traffic channel (MTCH). A DTCH is a point-to-point channel dedicated to a single
UE for the transmission of user information. An MTCH is a point-to-multipoint channel used
for the transmission of user traffic to UEs receiving MBMS.

The paging control channel is mapped to a transport channel referred to as paging channel
(PCH). The PCH supports discontinuous reception (DRX) to enable UE power saving. A
DRX cycle is indicated to the UE by the network. The BCCH is mapped to either a transport

BCCHPCCH CCCH DCCH DTCH MCCH MTCH

BCHPCH DL-SCH MCH

Logical channels

Transport channels

Physical channels
PBCH PDSCH PMCHPDCCH

PHY

MAC

PCFICH PHICH

Figure 2.10. Downlink logical, transport and physical channels mapping.
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channel referred to as a broadcast channel (BCH) or to the downlink shared channel (DL-
SCH). The BCH is characterized by a fixed pre-defined format as this is the first channel
UE receives after acquiring synchronization to the cell. The MCCH and MTCH are either
mapped to a transport channel called a multicast channel (MCH) or to the downlink shared
channel (DL-SCH). The MCH supports MBSFN combining of MBMS transmission from
multiple cells. The other logical channels mapped to DL-SCH include CCCH, DCCH and
DTCH. The DL-SCH is characterized by support for adaptive modulation/coding, HARQ,
power control, semi-static/dynamic resource allocation, DRX, MBMS transmission and multi-
antenna technologies. All the four-downlink transport channels have the requirement to be
broadcast in the entire coverage area of a cell.

The BCH is mapped to a physical channel referred to as physical broadcast channel (PBCH),
which is transmitted over four subframes with 40 ms timing interval. The 40 ms timing is
detected blindly without requiring any explicit signaling. Also, each subframe transmission
of BCH is self-decodable and UEs with good channel conditions may not need to wait for
reception of all the four subframes for PBCH decoding. The PCH and DL-SCH are mapped to
a physical channel referred to as physical downlink shared channel (PDSCH). The multicast
channel (MCH) is mapped to physical multicast channel (PMCH), which is the multi-cell
MBSFN transmission channel.

The three stand-alone physical control channels are the physical control format indicator
channel (PCFICH), the physical downlink control channel (PDCCH) and the physical hybrid
ARQ indicator channel (PHICH). The PCFICH is transmitted every subframe and carries
information on the number of OFDM symbols used for PDCCH. The PDCCH is used to
inform the UEs about the resource allocation of PCH and DL-SCH as well as modulation,
coding and hybrid ARQ information related to DL-SCH. A maximum of three or four OFDM
symbols can be used for PDCCH. With dynamic indication of number of OFDM symbols
used for PDCCH via PCFICH, the unused OFDM symbols among the three or four PDCCH
OFDM symbols can be used for data transmission. The PHICH is used to carry hybrid ARQ
ACK/NACK for uplink transmissions.

2.3.2 Uplink logical, transport and physical channels

The relationship between uplink logical, transport and physical channels is shown in
Figure 2.11. In the uplink two control channels and a single traffic channel is defined. As
for the downlink, common control channel (CCCH) and dedicated control channel (DCCH)
are used to carry information between the network and the UE. The CCCH is used for UEs
having no RRC connection while DCCH is used for UEs having an RRC connection. Similar
to downlink, dedicated traffic channel (DTCH) is a point-to-point channel dedicated to a single
UE for transmission of user information. All the three uplink logical channels are mapped to
a transport channel named uplink shared channel (UL-SCH). The UL-SCH supports adaptive
modulation/coding, HARQ, power control and semi-static/dynamic resource allocation.

Another transport channel defined for the uplink is referred to as the random access channel
(RACH), which can be used for transmission of limited control information from a UE with
possibility of collisions with transmissions from other UEs. The RACH is mapped to physical
random access channel (PRACH), which carries the random access preamble.

The UL-SCH transport channel is mapped to physical uplink shared channel (PUSCH).
Astand-alone uplink physical channel referred to as physical uplink control channel (PUCCH)
is used to carry downlink channel quality indication (CQI) reports, scheduling request (SR)
and hybrid ARQ ACK/NACK for downlink transmissions.
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2.4 Protocol states and states transitions

In the LTE system, two radio resource control (RRC) states namely RRC IDLE and RRC
CONNECTED states are defined as depicted in Figure 2.12. A UE moves from RRC IDLE
state to RRC CONNECTED state when an RRC connection is successfully established.
A UE can move back from RRC CONNECTED to RRC IDLE state by releasing the RRC
connection. In the RRC IDLE state, UE can receive broadcast/multicast data, monitors a
paging channel to detect incoming calls, performs neighbor cell measurements and cell
selection/reselection and acquires system information. Furthermore, in the RRC IDLE state,
a UE specific DRX (discontinuous reception) cycle may be configured by upper layers
to enable UE power savings. Also, mobility is controlled by the UE in the RRC IDLE
state.

In the RRC CONNECTED state, the transfer of unicast data to/from UE, and the transfer of
broadcast/multicast data to UE can take place.At lower layers, the UE may be configured with
a UE specific DRX/DTX (discontinuous transmission). Furthermore, UE monitors control
channels associated with the shared data channel to determine if data is scheduled for it,
provides channel quality feedback information, performs neighbor cell measurements and
measurement reporting and acquires system information. Unlike the RRC IDLE state, the
mobility is controlled by the network in this state.

CCCH DCCH DTCH

UL-SCHRACH

Logical channels

Transport channels

Physical channels

PRACH PUCCHPUSCH

PHY

MAC

Figure 2.11. Uplink logical, transport and physical channels mapping.
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Figure 2.12. UE states and state transitions.
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2.5 Seamless mobility support

An important feature of a mobile wireless system such as LTE is support for seamless mobility
across eNBs and across MME/GWs. Fast and seamless handovers (HO) are particularly
important for delay-sensitive services such as VoIP. The handovers occur more frequently
across eNBs than across core networks because the area covered by MME/GW serving a
large number of eNBs is generally much larger than the area covered by a single eNB. The
signaling on X2 interface between eNBs is used for handover preparation. The S-GW acts as
anchor for inter-eNB handovers.

In the LTE system, the network relies on the UE to detect the neighboring cells for handovers
and therefore no neighbor cell information is signaled from the network. For the search
and measurement of inter-frequency neighboring cells, only the carrier frequencies need to
be indicated. An example of active handover in an RRC CONNECTED state is shown in
Figure 2.13 where a UE moves from the coverage area of the source eNB (eNB1) to the
coverage area of the target eNB (eNB2). The handovers in the RRC CONNECTED state are
network controlled and assisted by the UE. The UE sends a radio measurement report to the
source eNB1 indicating that the signal quality on eNB2 is better than the signal quality on
eNB1. As preparation for handover, the source eNB1 sends the coupling information and the
UE context to the target eNB2 (HO request) [6] on the X2 interface. The target eNB2 may
perform admission control dependent on the received EPS bearer QoS information. The target
eNB configures the required resources according to the received EPS bearer QoS information
and reserves a C-RNTI (cell radio network temporary identifier) and optionally a RACH

S-GW

UE

MME

HO request
HO response

User plane
update request
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switchU-plane

path
switch

HO
command
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Figure 2.13. Active handovers.
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preamble. The C-RNTI provides a unique UE identification at the cell level identifying the
RRC connection. When eNB2 signals to eNB1 that it is ready to perform the handover via
HO response message, eNB1 commands the UE (HO command) to change the radio bearer to
eNB2. The UE receives the HO command with the necessary parameters (i.e. new C-RNTI,
optionally dedicated RACH preamble, possible expiry time of the dedicated RACH preamble,
etc.) and is commanded by the source eNB to perform the HO. The UE does not need to delay
the handover execution for delivering the HARQ/ARQ responses to source eNB.

After receiving the HO command, the UE performs synchronization to the target eNB and
accesses the target cell via the random access channel (RACH) following a contention-free
procedure if a dedicated RACH preamble was allocated in the HO command or following a
contention-based procedure if no dedicated preamble was allocated. The network responds
with uplink resource allocation and timing advance to be applied by the UE. When the UE has
successfully accessed the target cell, the UE sends the HO confirm message (C-RNTI) along
with an uplink buffer status report indicating that the handover procedure is completed for
the UE. After receiving the HO confirm message, the target eNB sends a path switch message
to the MME to inform that the UE has changed cell. The MME sends a user plane update
message to the S-GW. The S-GW switches the downlink data path to the target eNB and sends
one or more “end marker” packets on the old path to the source eNB and then releases any
user-plane/TNL resources towards the source eNB. Then S-GW sends a user plane update
response message to the MME. Then the MME confirms the path switch message from the
target eNB with the path switch response message. After the path switch response message is
received from the MME, the target eNB informs success of HO to the source eNB by sending
release resource message to the source eNB and triggers the release of resources. On receiving
the release resource message, the source eNB can release radio and C-plane related resources
associated with the UE context.

During handover preparation U-plane tunnels can be established between the source eNB
and the target eNB. There is one tunnel established for uplink data forwarding and another
one for downlink data forwarding for each EPS bearer for which data forwarding is applied.
During handover execution, user data can be forwarded from the source eNB to the target
eNB. Forwarding of downlink user data from the source to the target eNB should take place in
order as long as packets are received at the source eNB or the source eNB buffer is exhausted.

For mobility management in the RRC IDLE state, concept of tracking area (TA) is
introduced. A tracking area generally covers multiple eNBs as depicted in Figure 2.14. The
tracking area identity (TAI) information indicating which TA an eNB belongs to is broadcast
as part of system information. A UE can detect change of tracking area when it receives a
different TAI than in its current cell. The UE updates the MME with its new TA information
as it moves across TAs. When P-GW receives data for a UE, it buffers the packets and queries
the MME for the UE’s location. Then the MME will page the UE in its most current TA. A
UE can be registered in multiple TAs simultaneously. This enables power saving at the UE
under conditions of high mobility because it does not need to constantly update its location
with the MME. This feature also minimizes load on TA boundaries.

2.6 Multicast broadcast system architecture

In the LTE system, the MBMS either use a single-cell transmission or a multi-cell transmission.
In single-cell transmission, MBMS is transmitted only in the coverage of a specific cell and
therefore combining MBMS transmission from multiple cells is not supported. The single-cell
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Figure 2.14. Tracking area update for UE in RRC IDLE state.

MBMS transmission is performed on DL-SCH and hence uses the same network architecture
as the unicast traffic. The MTCH and MCCH are mapped on DL-SCH for point-to-multipoint
transmission and scheduling is done by the eNB. The UEs can be allocated dedicated uplink
feedback channels identical to those used in unicast transmission, which enables HARQ
ACK/NACK and CQI feedback. The HARQ retransmissions are made using a group (service
specific) RNTI (radio network temporary identifier) in a time frame that is co-ordinated
with the original MTCH transmission. All UEs receiving MBMS are able to receive the
retransmissions and combine with the original transmissions at the HARQ level. The UEs
that are allocated a dedicated uplink feedback channel are in RRC CONNECTED state. In
order to avoid unnecessary MBMS transmission on MTCH in a cell where there is no MBMS
user, network can detect presence of users interested in the MBMS service by polling or
through UE service request.

The multi-cell transmission for the evolved multimedia broadcast multicast service
(eMBMS) is realized by transmitting identical waveform at the same time from multiple
cells. In this case, MTCH and MCCH are mapped on to MCH for point-to-multipoint
transmission. This multi-cell transmission mode is referred to as multicast broadcast single
frequency network (MBSFN) as described in detail in Chapter 17. An MBSFN transmission
from multiple cells within an MBSFN area is seen as a single transmission by the UE. An
MBSFN area comprises a group of cells within an MBSFN synchronization area of a network
that are co-ordinated to achieve MBSFN transmission. An MBSFN synchronization area is
defined as an area of the network in which all eNBs can be synchronized and perform MBSFN
transmission. An MBMS service area may consist of multiple MBSFN areas. A cell within
an MBSFN synchronization area may form part of multiple SFN areas each characterized by
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Figure 2.15. The eMBMS service area and MBSFN areas.

different content and set of participating cells. An example of MBMS service area consisting
of two MBSFN areas, area A and area B, is depicted in Figure 2.15. The MBSFNA area
consists of cells A1–A5, cell AB1 and AB2. The MBSFN area consists of cells B1–B5, cell
AB1 and AB2. The cells AB1 and AB2 are part of both MBSFN area A and area B. The cell
B5 is part of area B but does not contribute to MBSFN transmission. Such a cell is referred to
as MBSFN area reserved cell. The MBSFN area reserved cell may be allowed to transmit for
other services on the resources allocated for the MBSFN but at a restricted power. The MBSFN
synchronization area, the MBSFN area and reserved cells can be semi-statically configured
by O&M.

The MBMS architecture for multi-cell transmission is depicted in Figure 2.16. The multi-
cell multicast coordination entity (MCE) is a logical entity, which means it can also be part
of another network element such as eNB. The MCE performs functions such as the allocation
of the radio resources used by all eNBs in the MBSFN area as well as determining the radio
configuration including the modulation and coding scheme. The MBMS GW is also a logical
entity whose main function is sending/broadcasting MBMS packets with the SYNC protocol
to each eNB transmitting the service. The MBMS GW hosts the PDCP layer of the user plane
and uses IP multicast for forwarding MBMS user data to eNBs.

The eNBs are connected to eMBMS GW via a pure user plane interface M1. As M1 is a
pure user plane interface, no control plane application part is defined for this interface. Two
control plane interfaces M2 and M3 are defined. The application part on M2 interface conveys
radio configuration data for the multi-cell transmission mode eNBs. The application part on
M3 interface between MBMS GW and MCE performs MBMS session control signaling on
EPS bearer level that includes procedures such as session start and stop.

An important requirement for multi-cell MBMS service transmission is MBMS content
synchronization to enable MBSFN operation. The eMBMS user plane architecture for
content synchronization is depicted in Figure 2.17. A SYNC protocol layer is defined on
the transport network layer (TNL) to support the content synchronization mechanism. The
SYNC protocol carries additional information that enables eNBs to identify the timing for
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Figure 2.17. The eMBMS user plane architecture for content synchronization.

radio frame transmission as well as detect packet loss. The eNBs participating in multi-
cell MBMS transmission are required to comply with content synchronization mechanism.
An eNB transmitting only in single-cell service is not required to comply with the stringent
timing requirements indicated by SYNC protocol. In case PDCP is used for header
compression, it is located in eMBMS GW.

The UEs receiving MTCH transmissions and taking part in at least one MBMS feedback
scheme need to be in an RRC CONNECTED state. On the other hand, UEs receiving MTCH
transmissions without taking part in an MBMS feedback mechanism can be in either an RRC
IDLE or an RRC CONNECTED state. For receiving single-cell transmission of MTCH, a
UE may need to be in RRC CONNECTED state. The signaling by which a UE is triggered
to move to RRC CONNECTED state solely for single-cell reception purposes is carried on
MCCH.
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2.7 Summary

The LTE system is based on highly simplified network architecture with only two types
of nodes namely eNode-B and MME/GW. Fundamentally, it is a flattened architecture that
enables simplified network design while still supporting seamless mobility and advanced QoS
mechanisms. This is a major change relative to traditional wireless networks with many more
network nodes using hierarchical network architecture. The simplification of network was
partly possible because LTE system does not support macro-diversity or soft-handoff and
hence does not require a RNC in the access network for macro-diversity combining. Many
of the other RNC functions are incorporated into the eNB. The QoS logical connections are
provided between the UE and the gateway enabling differentiation of IP flows and meeting
the requirements for low-latency applications.

A separate architecture optimized for multi-cell multicast and broadcast is provided, which
consists of two logical nodes namely the multicast co-ordination entity (MCE) and the MBMS
gateway. The MCE allocates radio resources as well as determines the radio configuration to
be used by all eNBs in the MBSFN area. The MBMS gateway broadcasts MBMS packets
with the SYNC protocol to each eNB transmitting the service. The MBMS gateway uses IP
multicast for forwarding MBMS user data to eNBs.

The layer 2 and radio resource control protocols are designed to enable reliable delivery of
data, ciphering, header compression and UE power savings.

References
[1] 3GPPTS 36.300V8.4.0, Evolved UniversalTerrestrial RadioAccess Network (E-UTRA): Overall

Description.
[2] 3GPP TS 29.060 V8.3.0, GPRS Tunneling Protocol (GTP) Across the Gn and Gp Interface.
[3] IETF RFC 4960, Stream Control Transmission Protocol.
[4] IETF RFC 3095, RObust Header Compression (ROHC): Framework and Four Profiles: RTP,

UDP, ESP, and uncompressed.
[5] 3GPP TS 36.331 V8.1.0, Radio Resource Control (RRC) Protocol Specification.
[6] 3GPP TR 23.882 V1.15.1, 3GPP System Architecture Evolution (SAE): Report on Technical

Options and Conclusions.



3 Downlink access

The current 3G systems use a wideband code division multiple access (WCDMA) scheme
within a 5 MHz bandwidth in both the downlink and the uplink. In WCDMA, multiple users
potentially using different orthogonal Walsh codes [1] are multiplexed on to the same carrier.
In a WCDMA downlink (Node-B to UE link), the transmissions on different Walsh codes
are orthogonal when they are received at the UE. This is due to the fact that the signal is
transmitted from a fixed location (base station) on the downlink and all the Walsh codes are
received synchronized. Therefore, in the absence of multi-paths, transmissions on different
codes do not interfere with each other. However, in the presence of multi-path propagation,
which is typical in cellular environments, the Walsh codes are no longer orthogonal and
interfere with each other resulting in inter-user and/or inter-symbol interference (ISI). The
multi-path interference can possibly be eliminated by using an advanced receiver such as
linear minimum mean square error (LMMSE) receiver. However, this comes at the expense
of significant increase in receiver complexity.

The multi-path interference problem of WCDMA escalates for larger bandwidths such as
10 and 20 MHz required by LTE for support of higher data rates. This is because chip rate
increases for larger bandwidths and hence more multi-paths can be resolved due to shorter
chip times. Note that LMMSE receiver complexity increases further for larger bandwidths due
to increase of multi-path intensity. Another possibility is to employ multiple 5 MHz WCDMA
carriers to support 10 and 20 MHz bandwidths. However, transmitting and receiving multiple
carriers add to the Node-B and UE complexity. Another concern against employing WCDMA
for LTE was lack of flexible bandwidth support as bandwidths supported can only be multiples
of 5 MHz and also bandwidths smaller than 5 MHz cannot be supported.

Taking into account the LTE requirements and scalability and complexity issues associated
with WCDMA, it was deemed necessary to employ a new access scheme in the LTE downlink.

3.1 OFDM

Orthogonal frequency division multiplexing (OFDM) approach was first proposed more
than four decades ago by R. W. Chang [3]. The scheme was soon analyzed by Saltzberg
in [4]. The basic principle of OFDM is to divide the available spectrum into narrow-
band parallel channels referred to as subcarriers and transmit information on these parallel
channels at a reduced signaling rate. The goal is to let each channel experience almost
flat-fading simplifying the channel equalization process. The name OFDM comes from
the fact that the frequency responses of the subchannels are overlapping and orthogo-
nal. An example of five OFDM subchannels or subcarriers at frequencies f1, f2, f3, f4 and
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Figure 3.1. An illustration of subcarriers and OFDM symbol.

f5 is shown in Figure 3.1. The subchannel frequency fk = k�f , where �f is the sub-
carrier spacing. Each subcarrier is modulated by a data symbol and an OFDM symbol
is formed by simply adding the modulated subcarrier signals. The modulation symbol in
Figure 3.1 is obtained by assuming that all subcarriers are modulated by data symbols 1’s.
An interesting observation to make is that the OFDM symbol signal has much larger signal
amplitude variations than the individual subcarriers. This characteristic of OFDM signal leads
to larger signal peakiness as discussed in more detail in Chapter 5.

The orthogonality of OFDM subcarriers can be lost when the signal passes through a
time-dispersive radio channel due to inter-OFDM symbol interference. However, a cyclic
extension of the OFDM signal can be performed [6] to avoid this interference. In cyclic prefix
extension, the last part of the OFDM signal is added as cyclic prefix (CP) in the beginning
of the OFDM signal as shown in Figure 3.2. The cyclic prefix length is generally chosen to
accommodate the maximum delay spread of the wireless channel. The addition of the cyclic
prefix makes the transmitted OFDM signal periodic and helps in avoiding inter-OFDM symbol
and inter-subcarrier interference as explained later.

The baseband signal within an OFDM symbol can be written as:

s(t) =
(N−1)∑
k=0

X (k)× e j2πk�ft , (3.1)

where N represents the number of subcarriers, X (k) complex modulation symbol transmitted
on the kth subcarrier e j2πk�ft and �f subcarrier spacing as shown in Figure 3.3.

The OFDM receiver model is given in Figure 3.4.At the receiver, the estimate of the complex
modulation symbol X (m) is obtained by multiplying the received signal with e−j2πm�ft and
integrating over an OFDM symbol duration as below:
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X̂ (m) = 1

Ts

Ts∫
0

[s(t)+ z(t)] e−j2πm�ft dt

= 1

Ts

Ts∫
0

s(t)e−j2πm�ft dt + 1

Ts

Ts∫
0

z(t)−j2πm�ft dt. (3.2)

We assume perfect time and frequency synchronization and ignore the effect of wireless
channel. Under these assumptions, the only source of signal degradation isAWGN component
z(t). By letting

z̃ = 1

Ts

Ts∫
0

z(t)−j2πm�ft dt, (3.3)

we can rewrite (3.2) as:

X̂ (m) = 1

Ts

(N−1)∑
k=0

X (k)

Ts∫
0

e−j2πk�fte−j2πm�ft dt + z̃

= 1

Ts

(N−1)∑
k=0

X (k)

Ts∫
0

e−j2π�f (k−m)t dt + z̃ (3.4)

= X (m)+ z̃.

We note that under the assumptions of perfect time and frequency synchronization and also
that the wireless channel does not cause any time or frequency dispersion, the transmitted
data message is perfectly recovered with the only source of degradation being the noise. This
is guaranteed by the mutual orthogonality of OFDM subcarriers over the OFDM symbol
duration Ts as below:

1

Ts

Ts∫
0

e−j2π�f (k−m)t dt =
{

1 k = m

0 k �= m.
(3.5)

We can represent the OFDM baseband transmit signal in the following form:

s(t) =
(N−1)∑
k=0

∞∑
n=−∞

Xn (k) ej2πk�ft · rect (t − nTs) , (3.6)

where n is the OFDM symbol number and the rectangular filter is defined as:

rect(t) =
{

1√
Ts

0 ≤ t < T0

0 elsewhere.
(3.7)
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Figure 3.5. OFDM power spectral density.

The power spectral density for the kth subcarrier is given as:

χk ( f ) =

 sin

(
π
(

f
�f − k

))
π
(

f
�f − k

)



2

. (3.8)

The application of rectangular pulse in OFDM results in a sinc-square shape power spectral
density as shown in Figure 3.5. This allows minimal subcarrier separation with overlapping
spectra where a signal peak for a given subcarrier corresponds to spectrum nulls for the
remaining subcarriers.

Until now we discussed OFDM transmitter and receiver implementation using banks of
subcarrier oscillators. Amore efficient processing for OFDM using discrete Fourier transform
(DFT) and hence eliminating the need for banks of subcarrier oscillators was presented by
Weinstein and Ebert [5].

By assuming N times sampling of the OFDM symbol at time instants of t = m
N Ts, we can

rewrite (3.1) as below:

s
(m

N
Ts

)
=
(N−1)∑
k=0

X (k)× e j2πk m
N m = 0, 1, . . . , (N − 1) . (3.9)

In (3.9), we used�f = 1
/

Ts. We can represent s
(m

N Ts
)

as s (m) as it depends upon m and
then (3.9) can be written as:

s (m) = N · IDFT {X (k)} k , m = 0, 1, . . . , (N − 1), (3.10)
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Figure 3.6. A digital implementation of baseband OFDM transmitter.
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Figure 3.7. A digital implementation of baseband OFDM receiver.

where IDFT is the inverse discrete Fourier transform operator. The number of OFDM subcarri-
ers in an OFDM system is generally selected as power of 2, which allows using more efficient
FFT (Fast Fourier Transform) and IFFT (Inverse FFT) algorithms. The complex modulations
symbols X (k) k = 0, 1, . . . , (N − 1) are mapped to the input of IFFT. No information is
transmitted on the guard subcarriers. A cyclic prefix is added after IFFT operation and the
resulting sequence is up-converted to RF, amplified and transmitted as shown in Figure 3.6.
In the receiver side, the received signal is filtered, amplified and down-converted from RF
as shown in Figure 3.7. The cyclic prefix samples are discarded and an FFT operation is per-
formed on the received samples sequence. A frequency-domain equalization (FDE) operation
is performed using channel estimates obtained from received pilots or reference signals and
the estimates of the transmitted complex modulation symbols are obtained.

Let X (k) ∈ CN be a vector of complex modulation symbols transmitted on N subcarriers.
The time-domain samples at the output of the IFFT are then given as:

s (n) = W H X (k) k , n = 0, 1, . . . , (N − 1), (3.11)

where W is a N × N Fast Fourier Transform (FFT) matrix with entries given by:

[W ]k ,n = e−j2πkn/N k , n = 0, 1, . . . , (N − 1) (3.12)
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W =




1 1 1 . . . 1

1 e−j2π/N e−j4π/N · · · e−j2π(N−1)/N

...
...

...
...

...

1 e−j2π(N−2)/N e−j4π(N−2)/N . . . e−j2π(N−1)(N−2)/N

1 e−j2π(N−1)/N e−j4π(N−1)/N . . . e−j2π(N−1)(N−1)/N




. (3.13)

Since DFT matrix W is a unitary matrix
(
WW H = W H W = IN

)
, its inverse W −1 referred

to as inverse FFT (IFFT) matrix can be obtained by simply taking conjugate transpose or
Hermitian transpose of W as below:

W −1 = [W H ]
k ,n = e j2πkn/N k , n = 0, 1, . . . , (N − 1). (3.14)

In order to avoid interference between OFDM symbols, a length G cyclic prefix is inserted in
front of the time-domain samples and the resulting time-domain signal sequence s′ is
given as:

s′ = CT × s (3.15)

where CT is a (N + G)× N matrix that represents the cyclic prefix addition operation at the
transmitter and is defined as:

CT ≡
[

0G×(N−G) IG
IN

]
. (3.16)

The time-domain samples sequence after cyclic prefix addition is then given as:

s′ (n) =
[

0G×(N−G) IG
IN

]
s (0)
s(1)

...
s (N − 1)




= [ s (N − G) . . . s (N − 1) s (0) . . . s (N − 1)
]

T .

(3.17)

This signal is transmitted and goes through a linear channel before arriving at the receiver.
The multi-path propagation channel can be modeled as a finite impulse response (FIR) filter
of order L with tap coefficients [h0, h1, . . . , hL]T . The time-domain received signal is then
given as:

y (n) =
L∑

i=0

his
′ (n − i)+ z (n) n = 0, 1, . . . , (N − 1) (3.18)

where z (n) ∼ N
(
0, σ 2

)
is additive white Gaussian noise (AWGN). The convolution

operation in Equation (3.18) can be constructed as a matrix multiplication with matrix
H̃ ∈ C(N+L)×(N+L) given below:
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H̃ =




h0 0 0 0 0 0 0

h1 h0 0
... 0 0 0

... h1
. . . 0

... 0 0

hL
...

. . . h0 0
... 0

0 hL
... h1 h0 0

...
...

...
. . .

...
. . .

. . . 0

0 0 · · · hL · · · h1 h0




. (3.19)

We note that the above time-domain channel matrix is in familiar lower triangular Toeplitz
form.AToeplitz matrix allows constructing a convolution operation as a matrix multiplication.
A cyclic prefix length of at least L samples is necessary for avoiding inter OFDM-symbol
interference in a channel with time dispersion of L samples. Let us assume that the length of
the channel impulse response and the length of the cyclic prefix are equal G = L. This is a
reasonable assumption as the cyclic prefix length is generally selected to cover the maximum
time dispersion in a channel.

The received time-domain signal can then be written as:

y = H̃ s′ + z = H̃CT W H X + z. (3.20)

The first operation performed on the received signal is the removal of the cyclic prefix that
can be expressed as multiplication of the received signal with a N × (N + G)matrix CR given
below

CR = [0N×G IN ] . (3.21)

The received signal is then written as:

y′ = CR[H̃ s′ + z (n)] = CRH̃CT W H X + z′ (n) . (3.22)

Let us have a closer look at the matrix CRH̃CT :

CRH̃CT =
[

0N×G IN
]

×




h0 0 0 0 0 0 0

h1 h0 0
... 0 0 0

... h1
. . . 0

... 0 0

h(G−1)
...

. . . h0 0
... 0

0 h(G−1)
... h1 h0 0

...
...

...
. . .

...
. . .

. . . 0

0 0 · · · h(G−1) · · · h1 h0




×
[

0G×(N−G) IG
IN

]
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=




h0 0 0 0 h(G−1) . . . h1

h1 h0 0
... 0 0 h2

... h1
. . . 0

... 0 0

h(G−1)
...

. . . h0 0
... h(G−1)

0 h(G−1)
... h1 h0 0

...
...

...
. . .

...
. . .

. . . 0
0 0 · · · h(G−1) h(G−2) · · · h0




. (3.23)

We note that the use of a cyclic prefix in OFDM changes theToeplitz-like channel matrix into
a circulant matrix. Equivalently, the use of a cyclic prefix transforms the linear convolution
in the channel to a circular convolution. The frequency-domain received signal is obtained by
performing FFT operation on the received time-domain signal as below:

Y = WCR

[
H̃ s′ + z (n)

]
= W

circulant︷ ︸︸ ︷
CRH̃CT W H︸ ︷︷ ︸

diagonal

X + z′′, (3.24)

where z′′ = WCRz. We know that a circulant matrix can be diagonalized by the DFT matrix.
The equivalent diagonal channel matrix H = WCRH̃CT W H that includes the affects of cyclic
prefix and FFT can be written as:

H = WCRH̃CT W H =




H (0) 0 · · · 0 0
0 H (1) 0 · · · 0
...

. . .
. . .

. . .
...

0 0 · · · H (N − 2) 0
0 0 · · · 0 H (N − 1)


 . (3.25)

With the above definition of equivalent channel matrix H , the received frequency-domain
signal is simply given as:

Y = HX + z′′. (3.26)

We note that in an OFDM system, the modulation symbols can be transmitted in an ISI-free
fashion in a multi-path propagation channel. This is achieved with a low complexity 1-tap
equalizer per subcarrier thanks to diagonal structure of the equivalent channel matrix H .

3.2 Downlink capacity comparison

A key difference between OFDM and WCDMA with Rake receiver is that the latter suffers
from ISI (Inter Symbol Interference) in multi-path dispersive fading channels. In the absence
of multi-paths, which is the case for a single-path flat-fading channel, the performance of
OFDM and WCDMA is similar. The performance difference between OFDM and WCDMA
depends upon the extent of multi-path interference. In general, the use of larger bandwidths in
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multi-path dispersive channels leads to more multi-path interference and therefore favoring
OFDM over WCDMA. In this section, we compare the performance of OFDM and WCDMA
for the case where the WCDMA performance is limited by the multi-path interference. This
case is representative of larger bandwidths and highly dispersive channels where OFDM is
expected to provide the greatest advantage over WCDMA.

3.2.1 Wideband CDMA capacity

In a WCDMAsystem using a Rake receiver, the signal-to-interference-plus-noise ratio (SINR)
for the signal received at nth multi-path component ρn can be expressed as:

ρn = Pn(
fP +

N−1∑
i=0,i �=n

Pi + N0

) , (3.27)

where Pn is the received power on the nth multi-path component from the cell of interest.
Also, f represents the ratio between other-cell and own-cell signal. For simplicity of analysis,
let us assume that equal power of P

/
N is received on each of the N multi-path components

where P is the total received power on all the multi-path components. With this assumption,
Equation (3.75) can be simplified as:

ρn = P
/

N(
fP + (N − 1)

P

N
+ N0

) . (3.28)

In deriving (3.27) and (3.28), we assumed that a single-user is scheduled at a time in a TDM
(time-division multiplexed) fashion using all the cell resources. Therefore, there is no need to
account for the interference among users in the same cell. Further assuming a maximum-ratio-
combining (MRC) for signals received at different Rake fingers (multi-paths), the average
received signal-to-noise ratio can be expressed as the sum:

ρWCDMA =
(N−1)∑
n=0

ρn =
(N−1)∑
n=0


 P/N(

fP+(N−1)
P

N
+N0

)



= P

fP+
(

1− 1

N

)
P+N0

= ρ

f ρ+
(

1− 1

N

)
ρ+1

(3.29)

where ρ = P
/

N0 is the SINR when all the power is received on a single-path and there is no
interference from the other cells. This should actually be referred to as SNR rather than SINR
as the interference is zero. For a single-path frequency-flat fading channel (N = 1), the SINR
in a WCDMA system becomes:

ρ1
WCDMA = P

f · P + N0
. (3.30)
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For a very large number of multi-paths, that is N 	 1

ρWCDMA = ρ

ρ · (f + 1)+ 1
. (3.31)

It can be noted that the maximum achievable SINR in a WCDMA system is limited to zero dB
when the WCDMAsignal is received with a large number of multi-path components (N 	 1).
The capacity limit for a WCDMA system can then be written as:

CWCDMA = log2(1 + ρWCDMA) [b/s/Hz]. (3.32)

With maximum SINR limited to zero dB, the peak data rate achievable with WCDMA will be
limited to 1 b/s/Hz when the signal is received with an arbitrarily large number of multi-path
components.

3.2.2 OFDMA capacity

In OFDM, there is no multi-path interference due to use of a cyclic prefix and 1-tap equalization
of OFDM subcarriers. Therefore, the sources of SINR degradation in an OFDMA system are
the other-cell interference and the background noise. The SINR in an OFDM system is then
approximated as:

ρOFDM = P

f · P + N0
. (3.33)

By comparing the above equation with Equation (3.30), we note that SINRs in an OFDM
system and a WCDMA system are the same for a single-path frequency-flat fading channel.

The capacity limit of an OFDM system is given as:

COFDM = log2

(
1 + P

fP + N0

)
= log2

(
1 + ρ

ρ · f + 1

)
[b/s/Hz]. (3.34)

We also need to take into account the cyclic prefix overhead for the OFDMA case. Therefore,
the capacity of an OFDM system is scaled-down to account for CP overhead as below:

COFDMA =
(

1 − �

Ts

)
· log2

(
1 + ρ

ρ · f + 1

)
[b/s/Hz], (3.35)

where Ts is the OFDM symbol duration and � is the cyclic prefix duration.
It can be noted that the SINR in an OFDM system degrades with increasing f . In general, f

is larger for cell-edge users experiencing high interference from neighboring cells and lower
for cell-center users receiving little interference from the neighboring cells. Therefore, users
closer to the cell with low f are expected to benefit more from OFDMA than users at the
cell edge. The performance of cell edge users is generally dominated by interference from a
neighboring cell rather than the multi-path interference. Therefore, OFDMA is expected to
provide relatively smaller gains for the cell-edge users.
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3.2.3 Capacity comparison results

Figures 3.8 and 3.9 provide the performance comparison of WCDMA and OFDMA for the
case of ρ = 10 and 0 dB respectively. Note that ρ is defined as the SINR when all the power is
received on a single-path and there is no interference from the other cells. In these results, we
assumed 10% CP overhead for the OFDMA case. The performance of WCDMA is provided
for three different cases where the number of equal-power multi-path components is 2, 4 and
very large (N 	 1). Note that the WCDMA performance is similar to that of OFDM for the
case of single-path (N = 1) channel. It can be noted that OFDMA provides greater capacity
advantage for the cases when the other-cell interference f is relatively small. This is usually
the case for the users closer to the base station. For these good users, the performance is
dominated by the multi-path interference for WCDMA and, therefore, eliminating multi-path
interference by employing OFDMA improves capacity significantly. However, for the weak
users at the cell edge with relatively larger f , the performance is dominated by interference
from a neighboring cell rather than the own-cell multi-path interference. Therefore, OFDMA
provides little advantage for the weak users in the cell. It can also be observed that the
performance difference between OFDM and WCDMA is small for smaller ρ as shown in
Figure 3.9. In general, multi-path interference has greater impact on users with good channel
conditions compared to the users with relatively weaker channel conditions. The potential
performance gains of OFDMA over WCDMA are also summarized in Table 3.1.

3.3 Effect of frequency selectivity on OFDM performance

In case of OFDMA, an interesting aspect is the frequency selective fading introduced across
the OFDMAsignal spectrum when signal is received over multiple paths. Different subcarriers
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Table 3.1. Capacity gains of OFDMA over WCDMA.

OFDMA gains over WCDMA

f (N = 2) (N = 4) (N 	 1)

ρ = 10 dB 0.0 122% 180% 237%
1.0 21% 36% 51%
2.0 9% 18% 27%

ρ = 0 dB 0.0 23% 40% 55%
1.0 10% 19% 28%
2.0 4% 11% 17%

then experience different fading due to frequency selective effect. In this section, we evaluate
the effect of frequency selective fading on OFDM capacity performance. Let Nsc be the total
number of subcarriers over which the transmission is performed. We also assume that all
subcarriers are allocated equal power with Psc = P

/
Nsc where P is the total power across the

whole bandwidth and Psc is the power per subcarrier.
The capacity limit of an OFDM system in a frequency-selective channel can then be

written as:

COFDM =
(

1 − �

Ts

)
· 1

Nsc

Nsc∑
i=1

log2

(
1 + |Hc (i)|2 Psc

f × |Hint (i)|2 × Psc + N0

)
[b/s/Hz], (3.36)

where |Hc (i)|2 and |Hint (i)|2 represent channel gains from the cell of interest and the interferer
respectively. Note that we assumed that the channel transfer function Hc is perfectly known
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at the receiver. By defining average SNR per subcarrier as ρsc = Psc
/

N0, Equation (3.36) can
be simplified as below:

COFDM =
(

1 − �

Ts

)
· 1

Nsc

Nsc∑
i=1

log2

(
1 + |Hc (i)|2 ρsc

f × |Hint (i)|2 × ρsc + 1

)
[b/s/Hz]. (3.37)

Let us ignore the other-cell interference for a moment, that is ( f = 0), and rewrite the above
equation as:

COFDM =
(

1 − �

Ts

)
· E
[
log2

(
1 + |Hc (i)|2 ρsc

)] [b/s/Hz]. (3.38)

At low SNR |Hc (i)|2 ρsc 
 1 and the above expression can be approximated as:

COFDM ≈
(

1 − �

Ts

)
· E
[|Hc (i)|2 ρsc log2 e

] [b/s/Hz]. (3.39)

Here we used the approximation log2 (1 + x) ≈ x log2 e for x small.
As E

[|Hc (i)|2
] = 1, we can rewrite (3.87) as:

COFDM ≈
(

1 − �

Ts

)
· ρsc log2 e [b/s/Hz]. (3.40)

We note that capacity at low SNR is a linear function of SNR. This is in contrast to high
SNR where capacity is a concave function of SNR.

At very high SNR, |Hc (i)|2 ρsc 	 1 and Equation (3.86) can be simplified as:

COFDM ≈
(

1 − �

Ts

)
· E
[
log2

(|Hc (i)|2 ρsc
)] [b/s/Hz] (3.41)

COFDM ≈
(

1 − �

Ts

)
· (log2 (ρsc)+ E

[
log2

(|Hc (i)|2
)]) [b/s/Hz], (3.42)

where E
[
log2

(|Hc(i)|2
)]

represents penalty due to frequency selectivity at high SNR. For a
Rayleigh fading channel,

E
[
log2

(|Hc(i)|2
)] = −0.83 [b/s/Hz]. (3.43)

This means an SNR penalty of 2.5 dB
(
10 × log10

[
20.83

])
relative to the case of a flat-fading

(AWGN) channel. Note that this SNR penalty is at very high SNR where |Hc (i)|2 ρsc 	 1.
Let us define effective SNR as below:

SNReff = 2COFDM − 1, (3.44)

where C is the Ergodic capacity defined as

COFDM = E
[
log2

(
1 + |Hc (i)|2 ρsc

)] [b/s/Hz]. (3.45)
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Note that Equation (3.45) is the same as Equation (3.39) with the OFDM cyclic prefix
overhead dropped for simplicity. We note that in a flat-fading channel, SNReff = ρsc because
|Hc (i)|2 = 1 for all subcarriers. In a frequency selective channel SNReff ≤ ρsc and the
difference between SNReff and ρsc depends upon the channel selectivity and the ρsc itself.
We quantified this difference as 2.5 dB in a Rayleigh fading channel at very high ρsc. We plot
SNReff versusρsc for a flat-fading channel and an i.i.d. Rayleigh fading channel in Figure 3.10.
In the i.i.d. Rayleigh fading channel, the fading is independent from one subcarrier to the other
subcarrier and is representative of a case with a very large number of multi-paths. We note that
SNR penalty due to frequency-selectivity is smaller at lower SNR and approaches to 2.5 dB
at very large SNR. At very low SNR, there is no difference between SNReff versus ρsc as
predicted by Equation (3.40). We observe an effective SNR penalty of 0.89, 1.88 and 2.36 dB,
for ρsc = 0, 10, 20 dB respectively.

Let us turn our attention to the capacity in (3.36) and refer to it as capacity with frequency
selective interference (FSI), CFSI

OFDM:

CFSI
OFDM =

(
1 − �

Ts

)
· 1

Nsc

Nsc∑
i=1

log2

(
1 + |Hc (i)|2 ρsc

f × |Hint (i)|2 × ρsc + 1

)
[b/s/Hz]. (3.46)

By frequency selective interference we mean that the interference channel is frequency
selective with the varying channel gains Hint (i). In a frequency-flat channel, |Hint (i)|2 = 1
and (3.46) can be simplified as below:

CNFSI
OFDM =

(
1 − �

Ts

)
· 1

Nsc

Nsc∑
i=1

log2

(
1 + |Hc (i)|2 ρsc

f × ρsc + 1

)
[b/s/Hz]. (3.47)
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Furthermore, in a frequency-flat (AWGN) channel, |Hc (i)|2 = 1 and (3.47) can be
written as:

CAWGN
OFDM =

(
1 − �

Ts

)
log2


1 + 1

f + 1

ρsc


 [b/s/Hz]. (3.48)

We note that the capacity relationship in (3.48) is the same as in (3.35) that we used for
OFDM capacity comparison against WCDMAcapacity. The effective SINR for the three cases
in (3.46)–(3.48) are obtained using the relationship in (3.44). The effective SINR plots are
shown in Figures 3.11 and 3.12 for the case of ( f = 0.1) and ( f = 1) respectively. We assume
independent Rayleigh fading from subcarrier to subcarrier. Also, in the case of a frequency
selective interferer, the interference is assumed to be independent Rayleigh fading from sub-
carrier to subcarrier and also independent of the signal fading. We note that a frequency
selective (FS) interference helps to improve OFDM performance relative to the case of a
non-frequency selective (NFS) interference. Even for relatively small interference ( f = 0.1),
the performance with a frequency selective (FS) interference approaches the AWGN perfor-
mance at very high SNR, ρsc. For relatively larger interference assuming interference power
equal to the signal power ( f = 1.0), the performance with a frequency selective (FS) inter-
ference is better than the AWGN channel performance particularly at high ρsc. Therefore,
we can conclude that a frequency-selective interference can actually result in OFDM per-
formance improvement relative to a flat-fading interferer. Also, the assumption we made for
OFDM capacity when comparing it against WCDMA capacity is pessimistic particularly for
the higher SNR case and therefore actual gains of OFDM over WCDMA can even be larger
than predicted in Section 3.2.
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Figure 3.11. Effective SNR with and without a frequency selective interference (f = 0.1).
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3.4 Single-carrier with FDE

An alternative approach following the same spirit as OFDM is to define a modulation format
in time domain instead of in frequency domain and apply the frequency domain equalization
(FDE) [6] technique similar to single-tap OFDM subcarrier equalization. Such an approach
where modulation and demodulation is performed in the time domain is referred to as single-
carrier FDE [7, 8] as shown in Figure 3.13. We know that in case of OFDM, an IDFT operation
is performed at the transmitter while a DFT operation is performed at the receiver. In SC-FDE,
however, both the IDFT and DFT operations are performed at the receiver. We can see this as
the IDFT operation of OFDM transmitter is moved to the SC-FDE receiver. The frequency
domain equalization is performed on the received symbols in the frequency-domain after
the DFT operation. Note that in both OFDM and SC-FDE, equalization is always performed
in the frequency domain. The difference is that modulation and demodulation in OFDM is
performed in the frequency domain, while in SC-FDE these operations are performed in the
time domain.

3.4.1 SNR analysis for OFDM

In case of OFDM, an IDFT operation is performed on the complex-valued modulation symbols
X = [X (0), . . . , X (N − 1)]T transmitted in the frequency domain. Before equalization, the
received frequency domain symbols Y = [Y (0), . . . , Y (N − 1)]T are given as:

Y = HX + Z , (3.49)

where Z = [Z(0), . . . , Z(N − 1)]T are frequency-domain AWGN samples. Also the
frequency-domain channel matrix H is a diagonal matrix given as:
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Mod.

Channel
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DFT Equalizer Demod.
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Channel

Add
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CP

DFT Equalizer IDFT Demod.

 OFDM

SC-FDE
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W
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H

W −1

W −1

Figure 3.13. Block diagram of OFDM and single-carrier FDE.

H =




H (0) 0 · · · 0 0
0 H (1) 0 · · · 0
...

. . .
. . .

. . .
...

0 0 · · · H (N − 2) 0
0 0 · · · 0 H (N − 1)


 . (3.50)

We rewrite Equation (3.49) in its expanded form as below:




y (0)
y(1)

...
y (N − 2)
y (N − 1)


 =




H (0) 0 · · · 0 0
0 H (1) 0 · · · 0
...

. . .
. . .

. . .
...

0 0 · · · H (N − 2) 0
0 0 · · · 0 H (N − 1)




×




X (0)
X (1)

...
X (N − 2)
X (N − 1)


+




Z (0)
Z(1)

...
Z (N − 2)
Z (N − 1)


 . (3.51)

Assuming an MRC receiver, the channel equalization matrix is simply conjugate transpose
HH of the channel matrix H . The estimates of received modulation symbols in the frequency
domain are:

X̂ = HH (HX + Z) = HH HX + Z ′, (3.52)

where Z ′ = HH Z and the matrix HH H is given by:

HH H =




|H (0)|2 0 · · · 0 0
0 |H (1)|2 0 · · · 0
...

. . .
. . .

. . .
...

0 0 · · · |H (N − 2)|2 0
0 0 · · · 0 |H (N − 1)|2


 . (3.53)
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We note that all the non-diagonal elements of the matrix HH H are zero, which means that
the channel matrix H is always orthogonal. This is the case even when the channel gains
H (0), H (1), . . . , H (N − 1) are different as is the case in a multi-path frequency-selective
channel. The received modulation symbols estimates are then given as:




X̂ (0)

X̂ (1)
...

X̂ (N − 2)

X̂ (N − 1)


 =




|H (0)|2 0 · · · 0 0
0 |H (1)|2 0 · · · 0
...

. . .
. . .

. . .
...

0 0 · · · |H (N − 2)|2 0
0 0 · · · 0 |H (N − 1)|2




×




X (0)
X (1)

...
X (N − 2)
X (N − 1)


+




Z ′ (0)
Z ′(1)

...
Z ′ (N − 2)
Z ′ (N − 1)







X̂ (0)

X̂ (1)
...

X̂ (N − 2)

X̂ (N − 1)


 =




|H (0)|2 X (0)
|H (1)|2 X (1)

...
|H (N − 2)|2 X (N − 2)
|H (N − 1)|2 X (N − 1)


+




Z ′ (0)
Z ′(1)

...
Z ′ (N − 2)
Z ′ (N − 1)


 (3.54)

where Z ′(k) = H ∗(k)Z(k), k = 0, 1, . . . , (N − 1).
The modulation symbol estimate on the kth subcarrier from Equation (3.54) is:

X̂ (k) = |H (k)|2 X (k)︸ ︷︷ ︸
signal

+ Z ′(k)︸ ︷︷ ︸
noise

. (3.55)

We note that there is no inter-subcarrier or inter-modulation-symbol symbol interference
in OFDM. The SNR on the kth subcarrier for an OFDM system using MRC receiver is then
simply:

γOFDM-MRC(k) = P |H (k)|2
σ 2

= γ |H (k)|2 , (3.56)

where γ = P
/
σ 2 is the ratio of signal power to the AWGN noise power. We note that an

OFDM system does not provide any frequency diversity within a modulation symbol as each
modulation symbol experiences a single channel gain. In order to exploit the frequency diver-
sity via channel coding, data symbols need to be coded and interleaved over the transmitted
subcarriers.
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In case of an MMSE receiver, the equalization weight on the kth subcarrier is given as:

g(k) = H (k)∗

|H (k)|2 + σ 2
. (3.57)

The estimates of received modulation symbols in the frequency-domain are:

X̂ = G (HX + Z) = GHX + Z ′, (3.58)

where Z ′ = GZ and the matrix GH is given by:

GH =




|H (0)|2
|H (0)|2 + σ 2

0 . . . 0

0
|H (1)|2

|H (1)|2 + σ 2
. . . 0

...
... . . .

...

0 0 . . .
|H (N − 1)|2

|H (N − 1)|2 + σ 2




. (3.59)

The modulation symbol estimate on the kth subcarrier is:

X̂ (k) = |H (k)|2
|H (k)|2 + σ 2

X (k)︸ ︷︷ ︸
signal

+ H (k)∗

|H (k)|2 + σ 2
Z(k)︸ ︷︷ ︸

noise

(3.60)

The SNR on the kth subcarrier for an OFDM system using an MMSE receiver is then
simply:

γOFDM-MMSE(k) =
P

(
|H (k)|2

|H (k)|2 + σ 2

)2

σ 2

( |H (k)|
|H (k)|2 + σ 2

)2 = P |H (k)|2
σ 2

= γ |H (k)|2 . (3.61)

We note that an MMSE receiver provides the same performance as an MRC receiver in
case of OFDM. This is because in OFDM the transmission on each subcarrier is orthogonal
and there is no inter-carrier interference.

In case of a zero-forcing receiver, the equalization weight on the kth subcarrier is given as:

g(k) = 1

H (k)
= H (k)∗

|H (k)|2 . (3.62)
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The modulation symbol estimate on the kth subcarrier is:

X̂ (k) = X (k)︸︷︷︸
signal

+ H (k)∗

|H (k)|2 Z(k)︸ ︷︷ ︸
noise

. (3.63)

The SNR on the kth subcarrier for an OFDM system using a ZF receiver is then simply:

γOFDM-ZF(k) = P

σ 2

( |H (k)|
|H (k)|2

)2 = γ |H (k)|2 . (3.64)

We note that a ZF receiver provides the same performance as an MRC or MMSE receiver.
Therefore, we can conclude that for 1-tap equalization in OFDM, any of the receivers among
MRC, MMSE or ZF can be used for achieving the same performance.

γOFDM(k) = γOFDM-MRC(k) = γOFDM-MMSE(k) = γOFDM-ZF(k). (3.65)

It should be noted, however, that when inter-cell interference or MIMO is considered
an MMSE receiver could lead to superior performance due to its interference suppression
capability.

3.4.2 SNR analysis for SC-FDE

In case of SC-FDE, the modulation symbols x = [x(0), . . . , x(NFFT − 1)]T are transmitted in
the time domain. The frequency-domain symbols X = [X (0), . . . , X (NFFT − 1)]T are then
given as:

X (k) =
N−1∑
n=0

x (n)× e−j2π n
N k k = 0, 1, . . . , (N − 1). (3.66)

The modulation symbol estimates in the time-domain x = [x(0), . . . , x(NFFT − 1)]T

assuming an MRC receiver can be written as:

x̂ = W H HH HWx + W H HH Z = (HW )H HWx + (HW )H Z . (3.67)

Let us have a closer look at the equivalent channel matrix (HW ):

HW =




H (0) H (0) . . . H (0)
H (1) H (1)e−j2π/N . . . H (1)e−j2π(N−1)/N

...
...

...
...

H (N − 1) H (N − 1) e−j2π(N−1)/N . . . H (N − 1) e−j2π(N−1)(N−1)/N


 .

(3.68)
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The time-domain noise z′ = (HW )H Z term can be expanded as below:

(HW )H Z = 1

N




H (0)∗ H (1)∗ . . . H (N − 1)∗

H (0)∗ H (1)∗e j2π/N . . . H (N − 1)∗ e j2π(N−1)/N

...
...

...
...

H (0)∗ H (1)∗e j2π(N−1)/N . . . H (N − 1)∗ e j2π(N−1)(N−1)/N




×




Z (0)

Z(1)

...

Z (N − 1)







z′ (0)

z′(1)
...

z′ (N − 1)




= 1

N




H (0)∗ Z (0)+ H (1)∗Z(1)

+ . . .+ H (N − 1)∗ Z (N − 1)

H (0)∗ Z (0)+ H (1)∗Z(1)e j2π/N

+ . . .+ H (N − 1)∗ e j2π(N−1)/N Z (N − 1)

...

H (0)∗ Z (0)+ H (1)∗Z(1)e j2π(N−1)/N

+ . . .+ H (N − 1)∗ Z (N − 1) e j2π(N−1)(N−1)/N




. (3.69)

From Equation (3.69), the noise z′ (n) experienced by the time-domain symbol x (n) is
given as:

z′ (n) = 1

N

N−1∑
k=0

H ∗(k)Z(k)e j2πkn/N n = 0, 1, . . . , (N − 1). (3.70)

We note that with an MRC receiver, there is no enhancement to the noise experienced by
the time-domain symbols.
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Let us have a close look at the equivalent operation (HW )H HW on the time-domain data
symbols x = [x(0), . . . , x(NFFT − 1)]T :

(HW )H HW = 1

N




(N−1)∑
k=0

|H (k)|2
(N−1)∑
k=0

|H (k)|2 e−j2πk/N . . .

(N−1)∑
k=0

|H (k)|2 e j2πk(1−N )/N

(N−1)∑
k=0

|H (k)|2 e j2πk/N
(N−1)∑
k=0

|H (k)|2 . . .

(N−1)∑
k=0

|H (k)|2 e j2πk(2−N )/N

...
...

...
...

(N−1)∑
k=0

|H (k)|2 e j2πk(1−N )/N
(N−1)∑
k=0

|H (k)|2 e j2πk(2−N )/N . . .

(N−1)∑
k=0

|H (k)|2




.

(3.71)

We note that this operation is not orthogonal which would result in inter-modulation-symbol
interference. The estimates x̂ = [

x̂(0), . . . , x̂(NFFT − 1)
]T

of time-domain data symbols are
given as:




x̂ (0)

x̂(1)

...

x̂ (N − 1)




= 1

N




x (0)
(N−1)∑
k=0

|H (k)|2 + x(1)
(N−1)∑
k=0

|H (k)|2 e−j2πk/N

+ . . .+ x (N − 1)
(N−1)∑
k=0

|H (k)|2 e j2πk(1−N )/N

x(1)
(N−1)∑
k=0

|H (k)|2 + x (0)
(N−1)∑
k=0

|H (k)|2 e j2πk/N

+ . . .+ x (N − 1)
(N−1)∑
k=0

|H (k)|2 e j2πk(2−N )/N

...

x (N − 1)
(N−1)∑
k=0

|H (k)|2 + x (0)
(N−1)∑
k=0

|H (k)|2 e−j2πk(1−N )/N

+x(1)
(N−1)∑
k=0

|H (k)|2 e−j2πk(2−N )/N + . . .




+




z′ (0)

z′(1)
...

z′ (N − 1)




. (3.72)

We note that each modulation symbol experiences frequency diversity (in a frequency-

selective channel) due to an effective channel gain of
(N−1)∑
k=0

|H (k)|2. On the other hand, we
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note the presence of inter-modulation-symbol interference terms in each time-domain symbol
estimate. These interfering terms disappear when all the frequency-domain channel gains are
the same

(|H (0)|2 = |H (1)|2 = · · · = |H (N − 1)|2) as is the case in a frequency-flat fading
channel. This can be observed from the fact that under equal frequency-domain channel gains
assumption, the matrix HW becomes orthogonal:

(HW )H HW =




|H (0)|2 0 . . . 0
0 |H (0)|2 . . . 0
...

...
...

...
0 0 . . . |H (0)|2


 . (3.73)

This shows that SC-FDE produces no noise enhancement or inter-modulation-symbol inter-
ference and its performance is equivalent to OFDM performance in a frequency flat-fading
channel.

We rewrite time-domain symbol estimate x̂ (n) from Equation (3.72) as:

x̂ (n) = x (n)
1

N

(N−1)∑
k=0

|H (k)|2
︸ ︷︷ ︸

signal

+ 1

N

N−1∑
m=0,m�=n

N−1∑
k=0

|H (k)|2 x (m) e j2πk(n−m)/N

︸ ︷︷ ︸
interference

+ z′ (n)︸ ︷︷ ︸
noise

(3.74)

The noise term z′ (n) is given in Equation (3.70). Let us now focus on a linear MMSE
receiver. With an MMSE equalizer, the equalization weight on subcarrier k is given as:

g(k) = H (k)∗

|H (k)|2 + σ 2
. (3.75)

The time-domain symbol estimate x̂ (n) is then given as:

x̂ (n) = x (n)
1

N

(N−1)∑
k=0

|H (k)|2
|H (k)|2 + γ−1

+ 1

N

N−1∑
m=0,m�=n

N−1∑
k=0

|H (k)|2
|H (k)|2 + γ−1

x (m) e j2πk(n−m)/N + z′ (n) , (3.76)

where γ = P
/
σ 2 is the ratio of signal power to the AWGN noise power. The noise z′ (n)

experienced by the time-domain symbol x (n) is given as:

z′ (n) = 1

N

N−1∑
k=0

|H (k)|2
|H (k)|2 + γ−1

Z(k)e j2πkn/N n = 0, 1, . . . , (N − 1). (3.77)
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The SNR of estimated symbol x̂ (n) assuming an MMSE equalizer is given as:

γSC-FDE-MMSE =

(
1

N

(N−1)∑
k=0

|H (k)|2
|H (k)|2 + γ−1

)2

1

N

N−1∑
m=0,m�=n

N−1∑
k=0

∣∣∣∣∣ |H (k)|2
|H (k)|2 + γ−1

e j2πk(n−m)
/

N

∣∣∣∣∣
2

+ γ−1 1

N

(N−1)∑
k=0

|H (k)|2
|H (k)|2 + γ−1

=

1

N2

(
(N−1)∑
k=0

|H (k)|2
|H (k)|2 + γ−1

)2

1

N

N−1∑
m=0

N−1∑
k=0

∣∣∣∣∣ |H (k)|2
|H (k)|2 + γ−1

e j2πk(n−m)
/

N

∣∣∣∣∣
2

− 1

N2

(
(N−1)∑
k=0

|H (k)|2
|H (k)|2 + γ−1

)2

+ γ−1 1

N

(N−1)∑
k=0

|H (k)|2
|H (k)|2 + γ−1

=

1

N2

(
(N−1)∑
k=0

|H (k)|2
|H (k)|2 + γ−1

)2

1

N

(N−1)∑
k=0

(
|H (k)|2

|H (k)|2 + γ−1

)2

− 1

N2

(
(N−1)∑
k=0

|H (k)|2
|H (k)|2 + γ−1

)2

+ γ−1 1

N

(N−1)∑
k=0

|H (k)|2
|H (k)|2 + γ−1

=

(
(N−1)∑
k=0

|H (k)|2
|H (k)|2 + γ−1

)2

N
(N−1)∑
k=0

|H (k)|2
(
|H (k)|2 + γ−1

)
(
|H (k)|2 + γ−1

)2
−
(
(N−1)∑
k=0

|H (k)|2
|H (k)|2 + γ−1

)2
= β2

Nβ − β2
= 1

1 − β
/

N
− 1 (3.78)

where β is defined as:

β =
(N−1)∑
k=0

γ |H (k)|2
γ |H (k)|2 + 1

. (3.79)

By substituting β back in Equation (3.78), γSC-FDE-MMSE is given as:

γSC-FDE-MMSE = 1

1 − 1

N

(N−1)∑
k=0

γ |H (k)|2
γ |H (k)|2 + 1

− 1 = 1

1

N

(N−1)∑
k=0

1

γ |H (k)|2 + 1

− 1. (3.80)

We note that γ |H (k)|2 = γOFDM(k) represents SNR on the kth subcarrier in an OFDM
system, and therefore SNR in an OFDM and SC-FDE system with MMSE receiver are
related by:

γSC-FDE-MMSE = 1

1

N

(N−1)∑
k=0

1

γOFDM(k)+ 1

− 1. (3.81)

When all the frequency-domain channel gains are equal
(|H (0)|2 = |H (1)|2 =

· · · = |H (N − 1)|2):
γSC-FDE-MMSE = 1

1

N

(N−1)∑
k=0

1
γOFDM(k)+1

− 1 = γ |H (0)|2 = γOFDM. (3.82)
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We noted that SC-FDE provides frequency diversity but results in SNR degradation due to
inter-modulation-symbol interference relative to OFDM in a frequency-selective channel. Can
we somehow eliminate inter-modulation symbol interference in SC-FDE? One possibility is to
employ a ZF-receiver.With a ZF-receiver, the modulation symbol estimates in the time-domain
x̂ = [x̂(0), . . . , x̂(NFFT − 1)

]T
can be written as:

x̂ = W H H−1HWx + W H H−1Z = x + W H H−1Z . (3.83)

Let us have a closer look at the noise-scaling matrix W H H−1:

W H H−1 = 1

N




1 1 . . . 1

1 e j2π/N . . . e j2π(N−1)/N

...
... . . .

...

1 e j2π(N−1)/N . . . e j2π(N−1)(N−1)/N




×




H (0)∗

|H (0)|2 0 . . . 0

0
H (1)∗

|H (1)|2 . . . 0

...
... . . .

...

0 0 . . .
H (N − 1)∗

|H (N − 1)|2




W H H−1 = 1

N




H (0)∗

|H (0)|2
H (1)∗

|H (1)|2 . . .
H (N − 1)∗

|H (N − 1)|2
H (0)∗

|H (0)|2
H (1)∗

|H (1)|2 e j2π/N . . .
H (N − 1)∗

|H (N − 1)|2 e j2π(N−1)/N

...
... . . .

...

H (0)∗

|H (0)|2
H (1)∗

|H (1)|2 e j2π(N−1)/N . . .
H (N − 1)∗

|H (N − 1)|2 e j2π(N−1)(N−1)/N




.

(3.84)
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The time-domain noise samples W H H−1Z are given as:




z′ (0)

z′(1)

...

z′ (N − 1)




= 1

N




H (0)∗

|H (0)|2 Z (0)+ H (1)∗

|H (1)|2 Z(1)+ H (N − 1)∗

|H (N − 1)|2 Z (N − 1)

H (0)∗

|H (0)|2 Z (0)+ H (1)∗

|H (1)|2 e j2π/N Z(1)

+ H (N − 1)∗

|H (N − 1)|2 e j2π(N−1)/N Z (N − 1)

...

H (0)∗

|H (0)|2 Z (0)+ H (1)∗

|H (1)|2 e j2π(N−1)/N Z(1)

+ H (N − 1)∗

|H (N − 1)|2 e j2π(N−1)(N−1)/N Z (N − 1)




.

(3.85)

Let us now write Equation (3.83) as below:




x̂ (0)
x̂(1)

...
x̂ (N − 1)


 =




x (0)
x(1)

...
x (N − 1)


+




z′ (0)
z′(1)

...
z′ (N − 1)


 . (3.86)

We note that there is no inter-subcarrier or inter-modulation symbol interference in an SC-
FDE system using a zero-forcing receiver. From Equation (3.85), the noise z′ (n) experienced
by the time-domain symbol x (n) is given as:

z′ (n) = 1

N

N−1∑
k=0

H ∗(k)
|H (k)|2 Z(k)e j2πkn/N n = 0, 1, . . . , (N − 1). (3.87)

We note that a zero-forcing receiver can result in noise enhancement when some frequency-
domain channel gains are highly attenuated which is generally the case in a frequency-selective
channel. The noise enhancement negatively influences the link performance of an SC-FDE
system and therefore the ZF receiver is generally not used in SC-FDE systems. When all the
frequency-domain channel gains are equal

(|H (0)|2 = |H (1)|2 = · · · = |H (N − 1)|2) as is
the case in a frequency-flat fading channel, the noise terms in Equation (3.87) are scaled
equally and there is no noise enhancement. Therefore, in a frequency-flat fading channel the
performance of OFDM and SC-FDE is the same for the three receivers types considered, that
is MRC, MMSE and ZF receiver.
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The time-domain symbol estimate x̂ (n) using a ZF-receiver is then given as:

x̂ (n) = x (n)︸︷︷︸
signal

+ 1

N

N−1∑
k=0

H ∗(k)
|H (k)|2 Z(k)e j2πkn/N

︸ ︷︷ ︸
noise

. (3.88)

The SNR on the nth time-domain symbol for an SC-FDE system using a ZF receiver is then
simply:

γSC-FDE-ZF = P

σ 2 1

N

N−1∑
k=0

∣∣∣∣ H ∗(k)
|H (k)|2 Z(k)e j2πkn/N

∣∣∣∣2

= γ

1

N

N−1∑
k=0

1

|H (k)|2
= 1

1

N

N−1∑
k=0

1

γ |H (k)|2
= 1

1

N

N−1∑
k=0

1

γOFDM(k)

.

(3.89)

When all the frequency-domain channel gains are equal, that is
(|H (0)|2 = |H (1)|2 =

. . . = |H (N − 1)|2):
γSC-FDE-ZF = γ

1

N

N−1∑
k=0

1

|H (0)|2
= γ |H (0)|2 = γOFDM. (3.90)

3.4.3 SNR analysis results

We noted that in a frequency-flat fading channel, OFDM and SC-FDE provides similar perfor-
mance. In a frequency-selective fading channel, however, the performance of both schemes
degrades. In case of OFDM, the performance degrades because different OFDM symbol expe-
rience different SNR in a frequency-selective fading channel. The expected capacity of an
OFDM system is given as:

COFDM = 1

N

N−1∑
k=0

log2 (1 + γOFDM(k)). (3.91)

Let us define effective SNR, SNReff-OFDM as below:

SNReff-OFDM = 2COFDM − 1. (3.92)

The effective SNR, SNReff-OFDM can be seen as the SNR on each subcarrier in an equivalent
flat-fading channel. It can be easily recognized that SNReff-OFDM is less than or equal to
average SNR in an OFDM system.

SNReff-OFDM ≤ 1

N

N−1∑
k=0

γOFDM(k). (3.93)
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The equality sign holds for a frequency-flat fading channel. In Section 3.3, we noted that the
difference between SNReff-OFDM and average SNR can be up to 2.5 dB in a Rayleigh fading
channel at very high SNRs.

We also noticed that in an SC-FDE system, the performance degrades in a frequency-
selective channel due to either noise enhancement for a ZF-receiver or loss of orthogonality for
an MMSE-receiver that results in inter-modulation symbol interference. There is no additional
capacity loss in an SC-FDE system because all the modulation symbols experience the same
SNR i.e. effective SNR and average SNR are the same.

We plot post-receiver SNReff for OFDM and SC-FDE as a function of ρ = P
/

N0 in
Figure 3.14 for the case of a very large number of subcarriers fading independently according
to a Rayleigh fading process. This would model a highly frequency selective channel with
a large delay spread. The reference curve labeled as AWGN represents SNR experienced by
OFDM and SC-FDE in a frequency-flat channel. We note that at very low SNR, OFDM and
SC-FDE with MMSE perform similarly and achieve AWGN channel performance. This is
because in case of OFDM, the loss due to varying SNR on different subcarriers is negligible
at low SNR as we discussed in Section 3.3. In SC-FDE with MMSE, the loss is small at
low SNR because noise and not inter-modulation-symbol interference is a dominant source
of degradation. In contrast, SC-FDE with ZF-receiver gives very poor performance due to
noise enhancement. At high SNR, OFDM experiences up to a maximum of 2.5 dB loss due to
varying SNR on different subcarriers. The loss due to inter-modulation-symbol interference
for SC-FDE with MMSE receiver is even larger and always more than the OFDM loss.

Until now, we have considered the case of a single receiver antenna. With multiple receive
antennas both OFDM and SC-FDE systems would experience spatial diversity reducing the
symbol SNR variations in the frequency domain. Assuming MRC combining of the signals
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Figure 3.14. Post-receiver SNR comparison between OFDM and SC-FDE.
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across receive antenna paths, the SNR for OFDM can be written as:

γOFDM(k) =
P∑

p=0

γOFDM (k , p), (3.94)

where (P − 1) is the number of receiving antennas. Similarly, we can write SNR expressions
for SC-FDE using MMSE and ZF-receivers as below:

γSC-FDE-MMSE = 1

1

N

(N−1)∑
k=0

1
P∑

p=0

γOFDM (k , p)+ 1

− 1 (3.95)

γSC-FDE-ZF = 1

1

N

N−1∑
k=0

1
P∑

p=0

γOFDM (k , p)

. (3.96)

We again plot post-receiver SNReff for OFDM and SC-FDE for the case of a very large
number of subcarriers fading independently for two and four receive antennas in Figures 3.15
and 3.16 respectively. As we expect, the performance gap closes between different schemes
as the diversity order increases. This is because receive diversity reduces SNR variations in
the frequency domain which leads to less loss due to varying symbol SNR in OFDM and also

Figure 3.15. Post-receiver SNR comparison between OFDM and SC-FDE for 2-way receive
diversity.
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Figure 3.16. Post-receiver SNR comparison between OFDM and SC-FDE for 4-way receive
diversity.

lesser loss due to noise enhancement or loss of orthogonality in SC-FDE. When the diversity
order becomes very large, the performance approaches theAWGN channel and all the schemes
converge providing the same performance. Even though we only considered receive diversity
to show the effect of flattening frequency-domain SNR, similar behavior would be observed
by using other schemes that provide diversity within a symbol such as the Alamouti transmit
diversity scheme discussed in Chapter 6.

We looked at OFDM and SC-FDE schemes from a capacity perspective with the underlying
assumption that a capacity achieving channel code is available. Most modern cellular systems
including LTE employ very powerful codes based on the turbo coding principle. By using
a strong channel code, OFDM can achieve frequency diversity via coding in a frequency-
selective fading channel. In the presence of a weak code or in an uncoded system, the SC-FDE
scheme can have a diversity advantage over OFDM. However, a weak code with a higher
coding rate is generally used at a very high SNR only. This is because multiple modulation
formats such as QPSK, 16-QAM and 64-QAM are generally available. By using adaptive
modulation and coding (AMC), as the SNR increases, the system switches to a higher order
modulation, while keeping a reasonable channel code rate. However, when the highest-level
modulation format is reached there is no choice but to use higher coding rates to achieve
higher data rates. We also noted that the SC-FDE loss relative to the OFDM increases with
SNR. It is therefore not clear if the diversity gain of SC-FDE can compensate for its noise
enhancement or orthogonality loss at high SNR.

Another aspect of SC-FDE to consider is complexity for MIMO processing. In case of a
P × L MIMO system with P transmit and L receive antennas, the frequency-domain channel
matrix H for OFDM is a block-diagonal matrix given as:
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H =




HL×P (0) 0 · · · 0 0

0 HL×P(1) 0 · · · 0
...

. . .
. . .

. . .
...

0 0 · · · HL×P (N − 2) 0

0 0 · · · 0 HL×P (N − 1)




(3.97)

where the MIMO channel matrix HL×P(k) for the kth subcarrier is given as:

HL×P(k) =




H0,0(k) H0,1(k) . . . H0,(P−1)(k)

H1,0(k) H1,1(k) . . . H1,(P−1)(k)
...

...
...

...

H(L−1),0(k) H(L−1),1(k) . . . H(L−1),(P−1)(k)


 (3.98)

where Hl,p(k) is the channel gain on the kth subcarrier from the pth transmit antenna to the
lth receive antenna. In OFDM, the MIMO processing such as MMSE or MLD (Maximum
Likelihood Detection) can be performed separately on each subcarrier, as there is no inter-
carrier interference. The equivalent MIMO channel matrix HW for SC-FDE is given as:

HW =




HL×P (0) HL×P (0) . . . HL×P (0)

HL×P(1) HL×P(1)e−j2π/N . . . HL×P(1)e−j2π(N−1)/N

...
...

...
...

HL×P (N − 1) HL×P (N − 1) e−j2π(N−1)/N . . . HL×P (N − 1) e−j2π(N−1)(N−1)/N




.

(3.99)

Since the equivalent MIMO channel matrix HW is not block-diagonal, we cannot perform
MIMO processing on a per subcarrier basis leading to a more complex receiver.

3.5 Frequency diversity

In a frequency-selective channel, different modulations symbols transmitted using OFDM
can experience different fading as shown in Figure 3.17. Since each modulation symbol is
transmitted on a single subcarrier, diversity within a modulation symbol is not achieved. In
contrast, in an SC-FDE system, a modulation symbol is transmitted over the whole bandwidth
and therefore SC-FDE scheme captures diversity within a modulation symbol.

In the presence of inter-cell interference in an OFDM system, a subcarrier sees interference
from a single subcarrier and hence a single modulation symbol transmitted in the interfering
cell. If different transmission power levels are used on different subcarriers, interference diver-
sity can be provided by transmitting a modulation symbol over multiple subcarriers. Several
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Figure 3.17. An illustration of frequency-selective fading in OFDM.
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Figure 3.18. An illustration of Walsh-spread OFDM.

techniques that can provide frequency and interference-diversity in an OFDM system can be
considered. We discuss below two schemes namely Walsh-spread OFDM also referred to as
Multi-carrier CDMA (MC-CDMA) in the literature [11] and fast frequency hopping (FFH)
OFDM [12,13] scheme. Another scheme referred to as Rotational OFDM is not discussed
here and the interested reader is referred to reference [14] for details on Rotational OFDM
and also to reference [15] for details on signal-space diversity concept.

3.5.1 Walsh-spread OFDM

The goal of Walsh-spread OFDM is to provide frequency as well as interference diversity
within a modulation symbol. In OFDM, each subcarrier carries one modulation symbol as
shown in Figure 3.18. In contrast, in Walsh-spread OFDM, using Walsh codes a modula-
tion symbol is spread over all the subcarriers. Each subcarrier then contains some linear
combination of the actual modulation symbols. We can expect to capture frequency diversity
within each modulation symbol as each symbol is transmitted over all the subcarriers.Another
expected advantage is that all modulation symbols transmitted in Walsh-spread OFDM would
experience the same SNR. We know that in OFDM different modulation symbols experience
different SNR in a frequency-selective channel.

Let x = [x(0), . . . , x(N − 1)]T be the N complex modulation symbols to be transmitted.
Then the signal [X (k), k = 0, 1, . . . , N ] transmitted on the kth subcarrier in Walsh-spread
OFDM is given as:
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


X (0)

X (1)
...

X (N − 2)

X (N − 1)




= RN ×




x (0)

x(1)
...

x (N − 2)

x (N − 1)




, (3.100)

where RN is N × N Hadamard matrix given as:

RN =

 RN /2 RN /2

RN /2 −RN /2


 . (3.101)

The first three Hadamard matrices R1, R2 and R4 are given below:

R1 = [1] R2 =

 1 1

1 −1




R4 =




1 1

1 −1

1 1

1 −1

1 1

1 −1

−1 −1

−1 1


.

(3.102)

We note that Hadamard matrices are symmetric square shaped matrices. Each column or
row corresponds to aWalsh code of length N .Also, a Hadamard matrix is an orthogonal matrix,
that is:

HH
N × HN = IN . (3.103)

Each row is orthogonal to all the other rows and similarly each column is orthogonal to all
the other columns.

The transmission and reception chain for Walsh-spread OFDM is given in Figure 3.19.
The spreading is done before the IFDT operation at the transmitter. On the receiver side, the
spreading takes place after the frequency-domain equalization (FDE).

The received signal vector can be written as:

Y = HRx + Z . (3.104)

The modulation symbol estimates x = [x(0), . . . , x(N − 1)]T assuming an MRC receiver
can be written as:

x̂ = RH HH Y = RH HH HRx + RH HH Z = (HR)H HRx + Z ′, (3.105)
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Figure 3.19. Walsh-spread OFDM transmitter and receiver.

where H = WCRH̃CT W H is a frequency-domain diagonal channel matrix as noted in (3.24).
As an example, let us consider transmission over two subcarriers with channel gains H (1)

and H (2). The composite matrix HR is then given as:

HR =
[

H (1) 0
0 H (2)

]
1√
2

[
1 1
1 −1

]
= 1√

2

[
H (1) H (1)
H (2) −H (2)

]
. (3.106)

Let us look at the matrix (HR)H HR operating on the transmitted modulation symbols:

(HR)H HR = 1

2

[
H ∗(1) H ∗(2)
H ∗(1) −H ∗(2)

]
×
[

H (1) H (1)
H (2) −H (2)

]

=
[

H 2(1)+ H 2(2) H 2(1)− H 2(2)
H 2(1)− H 2(2) H 2(1)+ H 2(2)

]
.

(3.107)

We note that this operation is only orthogonal when H (1) = H (2). In more general terms,
the operation is orthogonal when the channel gains on all the subcarriers used for modulation
symbols transmissions are the same. This would be the case for a flat-fading channel.

The received modulation symbol estimates are:

[
x̂(1)

x̂(2)

]
= 1

2

[
H 2(1)+ H 2(2) H 2(1)− H 2(2)

H 2(1)− H 2(2) H 2(1)+ H 2(2)

][
x(1)

x(2)

]
+
[

Z ′(1)
Z ′(2)

]

[
x̂(1)

x̂(2)

]
= 1

2

[ [
H 2(1)+ H 2(2)

]
x(1)+ [H 2(1)− H 2(2)

]
x(2)[

H 2(1)− H 2(2)
]

x(1)+ [H 2(1)+ H 2(2)
]

x(2)

]
+
[

Z ′(1)
Z ′(2)

]
.

(3.108)

Let us look at the first modulation symbol estimate:

x̂(1) = [H 2(1)+ H 2(2)
]

x(1)︸ ︷︷ ︸
signal

+ [H 2(1)− H 2(2)
]

x(2)︸ ︷︷ ︸
interference

+ Z ′(1)︸ ︷︷ ︸
noise

. (3.109)
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We note that the received modulation symbol experiences diversity when H (1) and H (2)
are different. However, there is also an interference term introduced due to spreading of
modulation symbols. This interference term disappears when the channel gains on the two
subcarriers are the same. This would also mean that there is no diversity when the channel
gains are the same. Therefore, on one hand Walsh-spread OFDM promises frequency diversity
but on the other hand inter-modulation symbol interference is introduced when the channel
can provide diversity. This situation is similar to SC-FDE scheme and similar tradeoffs apply
for Walsh-spread OFDM.

3.5.2 Fast frequency-hopping OFDM

The fast frequency-hopping (FFH) scheme is also designed to provide frequency diversity as
well as interference diversity within modulation symbols. This is achieved by hopping the
subcarrier frequencies at the time-domain samples level within an OFDM symbol as shown in
Figure 3.20 for the case of four subcarriers OFDM system. In conventional OFDM scheme, the
subcarrier used for transmission of a modulation symbol is fixed for the duration of the OFDM
symbol. Accordingly, the kth modulation symbol X (k) is transmitted on the kth subcarrier
during the four time-domain samples. By assuming a simple form of a cyclic fast frequency-
hopping pattern, the kth modulation symbol X (k) is transmitted on the subcarrier number mod
[k + n, (N − 1)] in the nth time-domain sample. When the number of modulation symbols
to be transmitted is equal to the number of subcarriers, using FFH-OFDM each modulation
symbol is transmitted over all the subcarriers therefore capturing frequency diversity within
a modulation symbol.

In regular OFDM, the time-domain samples at the output of the IFFT are given as:

s (n) = W H X (k) n, k = 0, 1, . . . , (N − 1), (3.110)

where W H is an N × N inverse fast fourier transform (IFFT) matrix with entries given by:

[
W H ]

n,k = e j2πnk/N n, k = 0, 1, . . . , (N − 1). (3.111)
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Figure 3.20. An illustration of FFH-OFDM.
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In FFH-OFDM, a shuffled version of the IFFT matrix
[
W H

F

]
n,k is used instead:

[
W H

F

]
n,k = e j2πn[�]n,k

/
N n, k = 0, 1, . . . (N − 1). (3.112)

The use of matrix W H
F allows spreading modulation symbols over all the subcarriers. The

matrix [�]n,k forms the frequency-hopping pattern. In conventional OFDM, the matrix [�]n,k

takes the form:

[�]n,k =




0 1 · · · (N − 1)
0 1 · · · (N − 1)

...
0 1 · · · (N − 1)


 . (3.113)

Which means that the subcarrier frequencies at a certain time sample n are arranged in
ascending order starting from 0 to (N − 1). We note that in this case

[
W H

F

]
n,k = [W H

]
n,k as

below.

W H
F = W H =




1 1 1 . . . 1

1 e j2π/N e j4π/N · · · e j2π(N−1)/N

...
...

...
...

...

1 e j2π(N−2)/N e j4π(N−2)/N . . . e j2π(N−1)(N−2)/N

1 e j2π(N−1)/N e j4π(N−1)/N . . . e j2π(N−1)(N−1)/N




. (3.114)

In the case of simple cyclic shift hopping, the matrix [�]n,k is given as:

[�]n,k = mod [(fn + k) , (N − 1)]

=




0 1 · · · (N − 1)

1 2 · · · 0

...
...

...
...

(N − 1) 0 · · · (N − 2)




. (3.115)

This means that the frequency of subcarrier with k = 0 is set to fn = 0, 1, 2, . . . , (N − 1) and
the remaining frequencies arranged in ascending order with the modulo operation to enable
cyclic hopping. With the definition of [�]n,k in (3.115), the matrix W H

F becomes:
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W H
F =




1 1 1 . . . 1

e j2π/N e j4π/N e j6π/N · · · 1
...

...
...

...
...

e j2π(N−2)(N−2)/N e j2π(N−2)(N−1)/N 1 . . . e j2π(N−2)(N−3)/N

e j2π(N−1)(N−1)/N 1 e j2π(N−1)/N . . . e j2π(N−1)(N−2)/N




.

(3.116)

The time-domain samples in FFH-OFDM are then given as:

s (n) = W H
F X (k)



s (0)

s(1)
...

s (N − 1)




= W H
F ×




X (0)

X (1)
...

X (N − 1)







1 1 1 . . . 1

e j2π/N e j4π/N e j6π/N · · · 1
...

...
...

...
...

e j2π(N−2)(N−2)/N e j2π(N−2)(N−1)/N 1 . . . e j2π(N−2)(N−3)/N

e j2π(N−1)(N−1)/N 1 e j2π(N−1)/N . . . e j2π(N−1)(N−2)/N




×




X (0)

X (1)
...

X (N − 1)




. (3.117)

From the frequency-shifting property of Fourier transform, we know that shifting in the
frequency domain is equivalent to phase shift in the time domain as below:

F[g(t)e j2π f0t] =
∞∫

−∞
g(t)e j2π f0te−j2π ft dt

=
∞∫

−∞
g(t)e−j2π( f −f0) t dt (3.118)

= G ( f − f0) .
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Therefore, cyclic hopping FFH-OFDM can be implemented by multiplying the time-domain
samples at the output of IFFT in conventional OFDM with a phase shift value.The time-domain
samples in FFH-OFDM are then given as:

s = �W H X , (3.119)

where � is a diagonal matrix given as:

� =




1 0 · · · 0
0 e j2π/N · · · 0
...

...
. . .

...
0 0 · · · e j2π(N−1)/N


 . (3.120)

The matrix diagonal matrix � relates the IFFT matrix W H and the shuffled cyclic shifted
IFFT matrix W H

F as below:

W H
F = �W H . (3.121)

The FFH-OFDM scheme can also be seen as precoding of the modulation symbols with a
unitary precoder matrix U before the IFFToperation as shown in Figure 3.21.The time-domain
samples at the output of the IFFT are then given as:

s = W H UX . (3.122)

For the FFH scheme based on cyclic shift hopping, U is a circulant matrix given as:

U = W�W H = WW H
F , (3.123)

where � is a diagonal matrix from (3.120). The matrix U has the following structure:

U =




X 0 X . . . X

0 X 0 . . . 0
...

. . .
. . .

. . .
...

X 0 X . . . X

0 X 0 . . . 0




, (3.124)

where X represents non-zero elements. Assuming precoding with matrix U , the
time-domain samples at the output of the IFFT can be written as:

s = W H UX = W H W�W H X . (3.125)

The received signal is then written as:

Y = WCRH̃CT W H UX + Z

= HUX + Z , (3.126)
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Figure 3.21. FFH-OFDM transmitter and receiver.

where H = WCRH̃CT W H is a frequency-domain diagonal channel matrix as noted in (3.24).

The modulation symbol estimates X̂ =
[
X̂ (0), . . . , X̂ (N − 1)

]T
assuming an MRC receiver

can be written as:

X̂ = UH HH [Y ]

= UH HH HUX + UH HH Z

= (HU )H HUX + Z ′. (3.127)

Let us call the matrix HU as the equivalent channel matrix Heq, then the modulation symbols
estimates are given as:

X̂ = (Heq
)H

HeqX + Z ′. (3.128)

As an example, let us consider transmission of four modulations symbols over four
subcarriers and look at the shuffled IFFT matrix W H

F :

W H
F = �W H = 1√

4




1 0 0 0

0 j 0 0

0 0 1 0

0 0 0 j


×




1 1 1 1

1 j −1 −j

1 −1 1 −1

1 −j −1 j




= 1√
4




1 1 1 1

j −1 −j 1

1 −1 1 −1

j 1 −j −1


 .

(3.129)

We know that multiplying a matrix [A]n,k from the left with a diagonal matrix [B]n,k = bn

amounts to multiplying the nth row of [A]n,k with bn.
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We now construct the unitary matrix U as below:

U = WW H
F = W�W H = 1√

4




1 1 1 1

1 −j −1 j

1 −1 1 −1

1 j −1 −j




× 1√
4




1 1 1 1

j −1 −j 1

1 −1 1 −1

j 1 −j −1


 = 1

4




1 + j 0 1 − j 0

0 1 + j 0 1 − j

1 − j 0 1 + j 0

0 1 − j 0 1 + j


 . (3.130)

We note that the unitary precoding matrix U is orthogonal:

UH U = IN . (3.131)

Let us now look at the equivalent channel matrix Heq:

Heq = HU = 1√
4




H (0) 0 0 0

0 H (1) 0 0

0 0 H (2) 0

0 0 0 H (3)


×




1 + j 0 1 − j 0

0 1 + j 0 1 − j

1 − j 0 1 + j 0

0 1 − j 0 1 + j




=




H (0) (1 + j) 0 H (0) (1 − j) 0

0 H (1) (1 + j) 0 H (1) (1 − j)

H (2) (1 − j) 0 H (2) (1 + j) 0

0 H (3) (1 − j) 0 H (3) (1 + j)


 . (3.132)

Since H is a diagonal matrix, the equivalent channel matrix Heq = HU has the same form
as the unitary matrix U in (3.124).

Let us now have a close look at the equivalent channel matrix Heq.
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HH
eqHeq = (HU )H HU =




H (0)∗ (1 − j) 0 H (2)∗ (1 + j) 0

0 H (1)∗ (1 − j) 0 H (3)∗ (1 + j)

H (0)∗ (1 + j) 0 H (2)∗ (1 − j) 0

0 H (1)∗ (1 + j) 0 H (3)∗ (1 − j)




×




H (0) (1 + j) 0 H (0) (1 − j) 0

0 H (1) (1 + j) 0 H (1) (1 − j)

H (2) (1 − j) 0 H (2) (1 + j) 0

0 H (3) (1 − j) 0 H (3) (1 + j)




=




|H (0)|2 + |H (2)|2 0 −j
[
|H (0)|2 − |H (2)|2

]
0

0 |H (1)|2 + |H (3)|2 0 −j
[
|H (1)|2 − |H (3)|2

]
j
[
|H (0)|2 − |H (2)|2

]
0 |H (0)|2 + |H (2)|2 0

0 j
[
|H (1)|2 − |H (3)|2

]
0 |H (1)|2 + |H (3)|2


 .

(3.133)

We note that the equivalent channel matrix Heq = HU is only orthogonal when all the
channel gains are equal, that is H (k) = H (0), k = 0, 1, 2, 3, which is the case when the
channel is frequency-flat. We note that even when the channel gains are different on different
subcarriers, odd columns are orthogonal to even columns and vice versa. The modulation
symbols estimates are now written as:



X̂ (0)

X̂ (1)
...

X̂ (N − 1)


 = (HU )H HU ×




X (0)

X (1)
...

X (N − 1)


+




Z (0)

Z(1)
...

Z (N − 1)


 . (3.134)

Let us look at the first modulation symbol estimate:

X̂ (1) = [|H (0)|2 + |H (2)|2]X (0)︸ ︷︷ ︸
signal

−j
[|H (0)|2 − |H (2)|2]X (2)︸ ︷︷ ︸

interference

+ Z ′ (0)︸ ︷︷ ︸
noise

. (3.135)

We note that the received modulation symbol experiences diversity when H (0) and H (2)
are different. However, there is also an interference term introduced due to the fact that the
equivalent channel matrix Heq = HU is not orthogonal. This interference term disappears
when the channel gains are the same. This would also mean that there is no diversity when the
channel gains are the same. Similar to Walsh-spread OFDM, FFH-OFDM promises frequency
diversity but at the same time introduces inter-modulation symbol interference. We noted in
(3.133) that even-numbered columns are orthogonal to odd-numbered columns while odd-
numbered columns are orthogonal to other even-numbered columns. This would mean that
even-numbered modulations symbols see interference from other even-numbered symbols
and odd-numbered modulations symbols see interference from other odd-numbered symbols.
This is in contrast to SC-FDE where each modulations symbol sees interference from all the
other symbols when the channel gains on each subcarrier are different. At the same time,
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however, we note that the diversity order provided by FFH-OFDM is half the diversity order
provided by SC-FDE.

3.6 OFDM/OQAM with pulse-shaping

The impulse response of a multi-path radio channel has a duration of Tm, which corresponds
to the largest path delay. Also due to mobility, the channel introduces a frequency spread
Bd referred to as the Doppler spread. Therefore, a signal transmitted over a mobile wireless
channel experiences dispersion both in time and in frequency. The equivalent of time disper-
sion in frequency domain is coherence bandwidth Bc and an equivalent to frequency spread
in time domain is coherence time Tc. The coherence bandwidth Bc represents the frequency
interval over which the channel transfer function can be assumed constant. Similarly, coher-
ence time refers to the time interval over which transfer function of the channel does not vary
significantly.

Let us denote the time and frequency intervals occupied by the transmission signal as Ts

and �f respectively. We set the following conditions for the transmission signal time and
frequency dispersions �T and �W respectively [16]:

Bd 
 �f�W 
 Bc

Tm 
 Ts�T 
 Tc.
(3.136)

The bandwidth occupied by the transmission signal can be written as:

W = (N − 1)�f +�W . (3.137)

We can also represent the efficiency of the modulation scheme as:

η = βN

TsW
= βN

Ts [(N − 1)�f +�W ]

= β

(N − 1)

N
�fTs + �WTs

N

b/s/Hz, (3.138)

where β denotes the number of bits per symbol and N the number of channels each with
frequency interval�f . We note that the maximum efficiency can be achieved for�f ≈ 1

/
Ts

and N 	 1.
We can represent the baseband transmit signal in the following generalized form:

s(t) =
(N−1)∑
k=0

∞∑
n=−∞

Xn(k)
k ,n(t), (3.139)

where Xn(k) represents the data symbol transmitted on the kth subcarrier in the nth time
interval [nTs, (n + 1)Ts]. Also, the basis functions
k ,n(t) are obtained by translation in time
by nTs and in frequency by k�f of a prototype function g(t) as:


k ,n(t) = e j2πk�ftg (t − nTs) , (3.140)
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Figure 3.22. Two-dimensional time-frequency lattice.

where g(t) is the transmitter pulse shaping filter. The family of basis functions 
k ,n(t) forms
a discrete two-dimensional time-frequency lattice as shown in Figure 3.22. If the original
function g(t) is centered on (0, 0) in a time-frequency lattice, then the function
k ,n(t)will be
centered on (nTs, k�f ). We can write the center of a normalized time function and its Fourier
transform as below:

t̂ =
∞∫

−∞
t |g(t)|2 dt

f̂ =
∞∫

−∞
f |G (f )|2 df .

(3.141)

Since all basis functions
k ,n(t) are obtained from time-frequency translations of the same
prototype function g(t), they have the same time dispersion �T and frequency dispersion
�W . These parameters for a function g(t) centered on (0, 0) in time-frequency lattice are
given by:

(�T )2 =
∞∫

−∞
t2 |g(t)|2 dt

(�W )2 =
∞∫

−∞
f 2 |G (f )|2 df .

(3.142)

Under the condition of orthogonality of the base functions, we have:

∞∫
−∞


k ,n(t)

∗
k ,n(t) dt = δk ,k ′ δn,n′ . (3.143)
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We can rewrite (3.143) as:

∞∫
−∞


0,0(t)

∗
k ,n(t) dt = δk δn. (3.144)

This is because time-frequency lattice translation is invariant relative to the signal

0,0(t) = g(t).

The demodulation can be done by projecting the received signal s(t) on the base functions
as below:

X̂i(k) =
∞∫

−∞
s(t)
∗

k ,i(t) dt

=
∞∫

−∞
s(t)e−j2πk�ftg (t − iTs) dt.

(3.145)

Therefore, we can consider modulation as pulse-shaping of the signal in the time-
frequency and the demodulation as a “projection” of the received signal s(t) on the discrete
time-frequency lattice (nTs, k�f ).

We can find many orthogonal sets satisfying (3.144) but an important consideration for a
mobile wireless channel is robustness against time and frequency dispersion. For this reason,
the functions 
k ,n(t) need to be well localized in time and frequency. We can characterize
the time and frequency dispersion by the product (�T�W ). This product should be small
to prevent the symbol energy smearing over to the neighboring symbols in a time-frequency
dispersive mobile radio channel.

We know from Fourier analysis that the more concentrated a function g(t) is in time, the
more spread out its Fourier transform g ( f ) is. When we squeeze a function in time, it spreads
out in frequency and vice versa. Therefore, we cannot arbitrarily concentrate a function in
both time and frequency. In fact, the dispersion product is lower bounded by the uncertainty
principle [22]:

�T�W ≥ 1

4π
. (3.146)

In the conventional OFDM scheme, each subcarrier is modulated with a complex QAM
data symbol as shown in Figure 3.3. Let us call the conventional OFDM scheme OFDM/QAM
to differentiate it from the OFDM/OQAM scheme discussed here. In OFDM, we can represent
the baseband transmision signal in the following form:

s(t) =
(N−1)∑
k=0

∞∑
n=−∞

Xn(k)e
j2πk�ft · Rect (t − nT0), (3.147)
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where T0 = Ts +� is the OFDM symbol duration including the cyclic prefix interval � and
the rectangular filter is defined as:

Rect(t) =




1√
Ts

0 ≤ t < T0

0 elsewhere.
(3.148)

The efficiency of a conventional OFDM system using CP is given as:

η = β

(
1 − �

Ts

)
b/s/Hz. (3.149)

The typical values for the cyclic prefix interval � are between Ts
/

16 and Ts
/

4, which
represents a significant overhead in both bandwidth and power. We note that the cyclic prefix
can be removed if the waveform (also called prototype function) modulating each sub carrier is
very well localized in the time domain to limit the inter-symbol interference. Moreover, it can
be chosen to be localized well in the frequency domain to limit the inter-carrier interference.
Functions having these characteristics exist but the optimally localized ones only guarantee
orthogonality on real values [17].

The OFDM/OQAM is another well-known parallel transmission scheme [18–21] where
the QAM modulation on each subcarrier is replaced with Offset QAM (OQAM) modulation.
In OQAM, a Ts

/
2 delay is introduced between in-phase and quadrature components of each

QAM symbol as shown in Figure 3.23. Since the OFDM/OQAM introduces an offset between
real and imaginary parts of the modulation symbols it allows using well-localized functions
operating over real values. The orthogonality is then guaranteed over real values that lead
to a “weak” orthogonality because the channel gain multiplying each subcarrier is a complex
random variable.
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Figure 3.23. Time-continuous model for OFDM/OQAM.
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The transmission signal for OFDM/OQAM can be written as:

s(t) =
(N−1)∑
k=0

[ ∞∑
n=−∞

X �
n (k)j

ke j2πk�ftg (t − nTs)

+
∞∑

n=−∞
jX I

n (k)j
ke j2πk�ftg

(
t − Ts

2
− nTs

)]
, (3.150)

where X �
n (k) = Re [Xn(k)] and X I

n (k) = Im [Xn(k)] denote the real and imaginary parts of
the data modulation symbol Xn(k).

The demodulation is performed by taking the real part of the projection of the received
signal s(t) on the base functions as below:

X̂ �
n (k) =

nTs∫
t=(n−1)Ts

Re
[
s(t)j−ke−j2πk�ft

]
g (t − nTs) dt

X̂ I
n (k) =

nTs∫
t=(n−1)Ts

Re
[
js(t)j−ke−j2πk�ft

]
g

(
t − Ts

2
− nTs

)
dt. (3.151)

We can rewrite (3.150) as:

s(t) =
(N−1)∑
k=0

[ ∞∑
n=−∞

Zn(k)j
(k+n)e j2πk�ftg

(
t − nTs

2

)]
, (3.152)

where Zn(k) = Re [Xn(k)] orIm [Xn(k)].
The time-frequency lattice for the OFDM/OQAM scheme is shown in Figure 3.24. We

note that in OFDM/OQAM one real symbol is sent every Ts
/

2 seconds. This means that one
complex symbol is transmitted every Ts seconds providing the same spectral efficiency as an
OFDM/QAM scheme.

The equality in (3.146) for optimal time-frequency localization is achieved for the Gaussian
function, which means that the Gaussian function is maximally concentrated in time frequency.
In addition, a Gaussian function equals its Fourier transform and hence strikes a balance
between being concentrated and spread out. Let us consider the Gaussian function

ψ (x) = e−πx2
. (3.153)

Let us define the density of the discrete time-frequency lattice as 1
/
(�fT s). We know

from (3.138) that maximum spectral efficiency is achieved for (�fTs = 1). If we orthonor-
malize the Gaussian function in Equation (3.153) for a half-density lattice �f = Ts = √

2
and 1

/
(�fTs) = 1

/
2, the resulting orthonormalized signal φ (x) is the isotropic orthogonal

transform algorithm (IOTA) function. By isotropic we mean that the function has the same
shape as its Fourier transform that would allow similar robustness against delay spread and
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Figure 3.24. OFDM/OQAM time-frequency lattice.

Doppler spread. The IOTA orthonormalization operator is defined as [39]:

O [ψ (x)] = 21/4ψ (x)√∑
m

∥∥∥∥ψ
(

x − m√
2

)∥∥∥∥2
. (3.154)

The operator O in (3.154) orthogonalizes the function O [ψ (x)] along the frequency axis.
Similarly, we can have operator W −1OW that orthogonalizes the function along the time axis.
The IOTA function can then be written as:

φ (x) = W −1OWO [ψ (x)] (3.155)

where W is the Fourier transform operator.

3.7 Summary

The WCDMA scheme used in the current 3G systems suffers from multi-path interference
limiting the achievable peak data rates and system capacity. The multi-path interference in
WCDMAworsens for larger bandwidths as the chip rate increases. The multi-path interference
problem can be partly resolved by employing the more complex LMMSE receiver. Another
problem with WCDMA is its inflexibility in scaling for various system bandwidths required
by LTE which include both larger and smaller than 5 MHz bandwidths used by WCDMA.

The OFDM approach can support bandwidths in multiples of subcarrier spacing thereby
providing a high degree of flexibility in supporting scalable bandwidths. We also noted that
the use of a cyclic prefix in OFDM allows using low complexity 1-tap equalizer per subcarrier
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thanks to diagonal structure of the equivalent channel matrix. In turn, the modulation symbols
can be transmitted in an inter-symbol-interference-free fashion in a multi-path propagation
channel.

The OFDM approach was selected as the multiple access scheme for the LTE downlink
due to low complexity and the scalability advantages it offers over WCDMA. Other flavors
of OFDM such as Walsh-spread OFDM (or MC-CDMA) and FFH-OFDM aim to provide
frequency and interference diversity similar to the SC-FDE scheme. As the LTE system is
optimized for low speeds, frequency-selective multi-user scheduling based on user channel
quality information can be used for improved system performance and capacity. Also, fre-
quency diversity can be exploited via channel coding as the data channel employs turbo coding
with a base code rate of 1/3. We also observed that interference fluctuations in OFDM can
actually lead to better performance relative to the case of interference diversity scheme that
averages out the interference. It is for these reasons that schemes like Walsh-spread OFDM
were not adopted for the data channel in the LTE system. The situation is different for some
control channels that do not employ channel coding such as 1-bit hybrid ARQ ACK/NACK,
which can benefit from frequency and interference diversity offered by Walsh-spread OFDM.

Another OFDM enhancement that we discussed is the scheme called OFDM/OQAM with
pulse shaping.This scheme promises to eliminate the cyclic prefix overhead by using functions
that are well localized in time and frequency. As the cyclic prefix overhead can be significant,
substantial performance gains can be achieved by eliminating the cyclic prefix. The issues
with the OFDM/OQAM pulse shaping scheme, however, are increased complexity and also
challenges in channel estimation. Because of these concerns, the OFDM/OQAM pulse shaping
scheme was not included in the LTE standard.
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4 Single-carrier FDMA

The design of an efficient multiple access and multiplexing scheme is more challenging on the
uplink than on the downlink due to the many-to-one nature of the uplink transmissions.Another
important requirement for uplink transmissions is low signal peakiness due to the limited
transmission power at the user equipment (UE). The current 3G systems use the wideband
code division multiple access (WCDMA) scheme both in the uplink and in the downlink.
In a WCDMA downlink (Node-B to UE link) the transmissions on different Walsh codes
are orthogonal when they are received at the UE. This is due to the fact that the signal
is transmitted from a fixed location (base station) on the downlink and all the Walsh codes
received are synchronized. Therefore, in the absence of multi-paths, transmissions on different
codes do not interfere with each other. However, in the presence of multi-path propagation,
which is typically the case in cellular environments, the Walsh codes are no longer orthogonal
and interfere with each other resulting in inter-user and/or inter-symbol interference (ISI).

The problem is even more severe on the uplink because the received Walsh codes from
multiple users are not orthogonal even in the absence of multi-paths. In the uplink (UE to
Node-B link), the propagation times from UEs at different locations in the cell to the Node-
B are different. The received codes are not synchronized when they arrive at the Node-B
and therefore orthogonality cannot be guaranteed. In fact, in the current 3G systems based on
WCDMA, the same Walsh code though scrambled with different PN (pseudo-noise) sequences
is allocated to multiple users accessing the system making the uplink transmissions non-
orthogonal to each other.

The simultaneous transmissions from multiple users interfering with each other contribute
to the noise rise seen by each of the users. In general, the noise rise at the base station is kept
below a certain threshold called the rise-over-thermal (RoT) threshold in order to guarantee
desirable capacity and coverage. The RoT is defined as:

RoT = I0 + N0

N0
, (4.1)

where I0 is the received signal power density (including both the inter-cell and intra-cell
power) and N0 is the thermal noise (also referred to as the background noise) density. The
RoT threshold limits the amount of power above the thermal noise at which mobiles can
transmit. The RoT can be related to the uplink loading by the following expression:

RoT = I0 + N0

N0
= 1

1 − ηUL
, (4.2)

where ηUL represents uplink loading in a fraction of the CDMA pole capacity [7]. In general
uplink loading in a CDMA system is tightly controlled for system stability and coverage.
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Assuming 70% loading, a noise rise of 5.2 dB is obtained. It can be noted that 5.2 dB is also
the maximum SINR (or chip energy to noise-plus-interference spectral density, Ec/Nt) that
can be observed if there is no inter-cell and intra-cell interference i.e. a single user transmitting
in the system. However, in a realistic scenario, the maximum Ec/Nt seen by a user would be
much smaller due to inter-cell, intra-cell and multi-path interference. Therefore, the noise rise
constraint limits the maximum achievable Ec/Nt that in turn limits the maximum achievable
data rate in a CDMA uplink.

The noise rise constraint is a result of the near-far problem in a non-orthogonal WCDMA
uplink. However, if the uplink can somehow be made orthogonal (e.g. using synchronous
WCDMA), the noise rise constraint can be relaxed. Synchronous WCDMA requires sub-
chip level synchronization and thus puts very strict requirements on uplink timing control in
a mobile environment. The subchip level synchronization required in synchronous CDMA
makes it undesirable in a mobile wireless system. It is also possible to improve the perfor-
mance of a WCDMA uplink by using a more complex successive interference cancellation
(SIC) receiver.

In a WCDMA uplink the number of Walsh codes used for uplink transmission from a single
user is limited to a few codes. This is to limit the uplink signal peakiness to improve the power
amplifier efficiency. With a single code transmission, WCDMAprovides low signal peakiness
due to its single-carrier property.

The goal for the LTE uplink access scheme design is to provide low signal peakiness
comparable to WCDMA signal peakiness while providing orthogonal access not requiring an
SIC receiver. The two candidate technologies for orthogonal access are OFDMA (orthogonal
frequency division multiple access) and SC-FDMA(single-carrier frequency division multiple
access).

In this chapter, we first present details of the SC-FDMAscheme. We then discuss the capac-
ity performance aspects of orthogonal and non-orthogonal uplink multiple access schemes.
The signal peakiness comparison for various candidate schemes is performed in the next
chapter. The capacity performance comparison and signal peakiness tradeoffs should help
the reader understand why SC-FDMA was selected as the multiple access schemes for LTE
uplink.

4.1 Single-carrier FDMA

Single-carrier FDMA scheme provides orthogonal access to multiple users simultaneously
accessing the system [2].Another attractive feature of SC-FDMAdiscussed in the next chapter
is low signal peakiness due to the single carrier transmission property. In one flavor of SC-
FDMA scheme referred to as IFDMA in [5], the user’s data sequence is first repeated a
predetermined number of times. Then the repeated data sequence is multiplied with a user-
specific phase vector. Another way of looking at this approach is FFT precoding of the data
sequence and then mapping of the FFT-precoded data sequence to uniformly spaced subcarriers
at the input of IFFT. The uniform spacing is determined by the repetition factor Q. The
multiplication of the repeated data sequence with a user-specific phase vector can be seen as
frequency shift applied in order to map transmissions from multiple users on non-overlapping
orthogonal subcarriers. It should be noted that each data modulation symbol is spread out
on all the subcarriers used by the UE. This can provide a frequency-diversity benefit in
a frequency-selective channel. However, there may be some impact on performance as well
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due to loss of orthogonality or noise enhancement when data subcarriers experience frequency
selective fading. We will refer to the IFDMA scheme as distributed FDMA (DFDMA) from
now on. The mapping of FFT-precoded data sequence to contiguous subcarriers results in a
localized transmission in the frequency domain. Similar to distributed mapping or DFDMA,
localized mapping also results in a low PAPR signal. The distributed and localized mapping
of FFT pre-coded data sequence to OFDM subcarriers is sometimes collectively referred to
as DFT-spread OFDM.

In case of distributed FDMA, the input samples to IFFT are given as [3]:

X̃l =
{

X l
Q

l = Q · k , 0 ≤ k ≤ M − 1

0 otherwise.
(4.3)

Let us define n = M ×q+m, where 0 ≤ q ≤ Q −1 and 0 ≤ m ≤ M −1. The time domain
samples at the output of IDFT are then given as:

x̃n = 1

N

N−1∑
l=0

X̃le
j2π n

N l . (4.4)

Using the relationship of Equation (4.3), the above equation can be simplified as:

x̃n = 1

Q · M

M−1∑
k=0

Xke j2π n
M k . (4.5)

Let us now introduce n = M × q + m

x̃n = 1

Q · M

M−1∑
k=0

Xkej2π M×q+m
M k

= 1

Q

(
1

M

M−1∑
k=0

Xke j2π m
M k

)
(4.6)

= 1

Q
xm.

It can be seen that the time-domain symbols at the output of size N IDFT are repetitions of
time-domain symbols at the input of size M DFT [5].

In case of localized FDMA, the input samples to IFFT are given as:

X̃l =
{

Xl 0 ≤ l ≤ M − 1
0 M ≤ l ≤ N − 1.

(4.7)

Let us define n = Q ×m+q, where 0 ≤ q ≤ Q −1 and 0 ≤ m ≤ M −1. The time-domain
samples at the output of IDFT are then given as:

x̃n = 1

N

N−1∑
l=0

X̃le
j2π n

N l . (4.8)
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Using the relationship of Equation (4.7) and n = Q × m + q, the above equation can be
simplified as:

x̃n = 1

Q · M

M−1∑
l=0

Xle
j2π Q×m+q

QM k . (4.9)

Let us now introduce q = 0

x̃n = 1

Q
· 1

M

M−1∑
l=0

Xle
j2π m

M k

= 1

Q
xm. (4.10)

It can be seen that every Qth time-domain sample at the output of size N IDFT is the
same as the time-domain sample at the input of size M DFT. For q �= 0, the time-domain
sample at the output of size N IDFT is the sum of time-domain samples at the input of size M
DFT with different complex weighting. An example of DFDMA and LFDMA mapping for
M = 4, N = 8 and Q = N

M = 2 is given in Figure 4.1.
The transmit and receive chains for LFDMA are given in Figures 4.2 and 4.3 respectively.

All UEs use the same IDFT size of N . However, different UEs can use different DFT-precoding
sizes. The size of the DFT precoder for a UE is proportional to the orthogonal subcarriers
allocated to the UE for uplink transmission. Let Mi represent DFT-precoding size for the ith
UE, then the following applies:

K∑
i=1

Mi ≤ (N − G) , (4.11)

where K represents the number of UEs transmitting simultaneously and G the number of guard
subcarriers. In case of uplink multi-user MIMO (multiple input multiple output), different UEs
can be allocated overlapping subcarriers and therefore the condition in Equation (4.11) does
not apply.
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Figure 4.1. Subcarrier mapping for Localized and Distributed FDMA.
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A cyclic prefix is added after IDFT operation and the resulting sequence is up-converted to
RF, amplified and transmitted. All UEs transmitting simultaneously with their data mapped
to orthogonal subcarriers perform this operation independently. Each UE power amplifier
then sees a single FFT-precoded transmission, which leads to a low signal peakiness single-
carrier transmission. In Figure 4.2, for example, UE1 and UE2 use DFT sizes of M1 and
M2 for transmission from their respective power amplifiers. If, for example, we map FFT-
precoded data sequences of UE1 and UE2 to the same IDFT and transmit from a single power
amplifier that will no longer be a low signal peakiness single-carrier transmission. This is one
of the reasons why SC-FDMA is generally not considered for downlink transmissions. In the
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downlink, Node-B generally transmits simultaneous signals to multiple UEs on orthogonal
subcarriers using a single common power amplifier.

In the receiver side, the received signal is filtered, amplified and down-converted from
RF. The cyclic prefix samples are discarded and a size N DFT operation is performed on
the received samples sequence. The symbols for each UE are separated by collecting data
from the subcarriers allocated to a UE. A frequency-domain equalization (FDE) operation is
performed using channel estimates obtained from pilots or reference signals received for each
UE. An IDFT operation is then performed separately for each UE to recover the transmitted
data sequence. It should be noted that data demodulation in SC-FDMA happens in the time
domain after the IDFT operation.

4.2 Uplink capacity comparison

By using simple analytical models, we provide a channel capacity performance comparison
of non-orthogonal uplink multiple access and orthogonal uplink multiple access schemes.
The orthogonal schemes that we considered include OFDMA, SC-FDMA and TDMA while
WCDMA is assumed as baseline for a non-orthogonal scheme. Before starting the discussion
on capacity comparison, we present the power-limited capacity of a wireless link.

4.2.1 Power-limited capacity

The capacity of a wireless communication channel with constant transmission power can be
expressed as:

C = W · log2

(
1 + SNR1.0MHz

W

)
[Mb/s], (4.12)

where W is the bandwidth in MHz and SNR1.0 MHz is the SNR within 1.0 MHz bandwidth
with the constant transmission power P. It can be observed that increasing bandwidth does
not result in linear increase in capacity if the transmission power is kept constant. The channel
capacity as a function of bandwidth for various values of SNR1.0 MHz is shown in Figure 4.4.
The capacity gains at 20.0 MHz relative to 1.0 MHz bandwidth for SNR1.0 MHz of 0, 5 and
10 dB are also summarized in Table 4.1. It can be noted that for the low SNR scenario of
SNR1.0 MHz = 0.0 dB, there is a very small increase in capacity when the bandwidth is
increased from 1 to 20 MHz. In order to obtain linear increase in capacity at low SNR, the
transmission power also needs to be scaled with bandwidth effectively keeping the same
power spectral density. This would, however, require very expensive high power broadband
power amplifiers. It is therefore desirable to allow multiple simultaneous transmissions in the
uplink to maximize the total transmitted power.

4.2.2 Capacity of WCDMA

Earlier we noted that multiple users transmitting simultaneously using WCDMAinterfere with
each other due to the asynchronous nature of the received uplink transmissions. The uplink
capacity limit of a WCDMA system can be approximated as:

CWCDMA = K · log2

(
1 + P

(1 + f )KP + (α − 1)P + N0

)
[b/s/Hz], (4.13)
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Table 4.1. Capacity gains with fixed
transmit power.

SNR1.0 MHz C20 MHz/C1MHZ

0.0 dB 1.41
5.0 dB 2.06

10.0 dB 3.38
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Figure 4.4. Channel capacity with fixed transmit power.

where

K : number of users transmitting simultaneously
P : received power for a user
f : ratio between other-cell and own-cell signal
α : fraction of the own-user signal considered as interference
N0 : background noise.

For the special case where f = 0 and α = 0, the above equation simplifies to:

CWCDMA = K · log2

(
1 + P

(K − 1)P + N0

)
[b/s/Hz]. (4.14)

For large K , i.e. K → ∞

CWCDMA ≈ log2(e) = 1.44 [b/s/Hz]. (4.15)
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An example of WCDMA capacity as a function of the number of users in the cell for the
case of a single isolated cell is shown in Figure 4.5. The two curves indicate the cases where
the single user SNR is 0.0 or 10.0 dB. The single user SNR is defined as P/N0 i.e. no inter-
cell or intra-cell interference present in the system. The 10.0 and 0.0 dB cases represent a
good user and a relatively weak user respectively. The capacity at point K = 1 represents the
situation of a single user transmitting at a time (i.e. a TDMA approach). It can be noted that
it is advantageous to schedule good users in a TDM fashion and weak users in a WCDMA
fashion in order to maximize the system capacity. Such a hybrid WCDMA/TDMAapproach is
described in [4] and it is shown that the hybrid WCDMA/TDMAapproach provides significant
gains over a pure WCDMA scheme in smaller bandwidths such as 1.25 MHz. However, for
larger bandwidths a TDMA approach suffers from link budget limitation due to limited UE
transmission power i.e. a single user transmitting in a TDM fashion over a large bandwidth
such as 5.0, 10.0, 20.0 MHz may not be able to efficiently use the whole bandwidth due to its
transmission power limitation.

4.2.3 Capacity of TDMA

In a TDMA (Time Division Multiple Access) system, a single user transmits at a given time
slot. The total system resource is shared among multiple users accessing the link on a time
slot by time slot basis. The capacity limit of a TDMA system can be approximated by setting
K = 1 (i.e. single user transmitting at a given time) in the capacity relationship for a WCDMA
system as below:

CTDMA = log2

(
1 + P

( f + α)P + N0

)
[b/s/Hz]. (4.16)
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It can be noted that there is no intra-cell (multiple access) interference in case of TDMA
because a single user transmits in a given slot. However, for larger system bandwidths a TDMA
approach suffers from uplink coverage limitation because, for a fixed UE transmission power
as the system bandwidth increases, the power spectral density goes down. This is because in
a TDMA approach, a user needs to transmit over the full bandwidth, as multiple users cannot
share the resources in the frequency or code domains. Let us consider the TDMA coverage
issue in more detail. The thermal noise power at a receiver is given as:

P = kB TW watts, (4.17)

where kB = 1.38 × 10−23 joules/K is the Boltzmann constant, T temperature in Kelvin
and W bandwidth in Hz. The thermal noise power spectral density N0 in dBm/Hz at
room temperature T = 300 can be written as:

N0 = −174 dBm/Hz. (4.18)

If we assume a transmission power of Pt watts and a required received power of Pr watts,
the total path-loss permitted is:

PL = Pt

Pr
. (4.19)

The received SNR (signal to noise ratio) ρ is given as:

ρ = Pr

N0W
. (4.20)

The path-loss allowed to guarantee a received SNR of ρ can then be written as:

PL = Pt

(ρ × N0W )
. (4.21)

The pathloss PL in dB supported for a transmission power of Pt dBm and the received SNR
of ρ dB can be written as:

PLdB = (Pt − N0W − ρ) dB. (4.22)

Assuming COST231Hata urban propagation model with Node-B antenna height of 32
meters, UE antenna height of 1.5 meter and carrier frequency of 1.9 GHz, the supported
distance d between transmitter and receiver is given as:

d = 10

(
PLdB−31.5

35

)
m. (4.23)

The allowed distances between UE and Node-B as a function of system bandwidth for
ρ = 0, 10, 20 dB are plotted in Figure 4.6. We assumed the transmit power of Pt = 24 dBm
as this is the maximum UE power permitted in most cellular standards. As we expect, the
communication range is adversely affected as the bandwidth increases for a fixed transmission
power. For example, for a received SNR threshold of 20 dB, as the bandwidth increases from
1 to 20 MHz, the communication range decreases from about 300 to only 125 m. It should be
noted that we didn’t consider inter-cell interference in our anlaysis. In the presence of inter-cell
interference, the communication range would be further limited. We should also note that loss
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Figure 4.6. Communication range as a function of system bandwidth for ρ = 0, 10, 20 dB and
Pt = 24 dBm.

in the coverage area with reduced range is even more severe as the coverage area varies as the
square of the distance. Due to this coverage limitation issue at larger bandwidths, the TDMA
approach was ruled out at a very early stage of LTE system design because LTE requirements
mandated support for larger system bandwidths of up to 20 MHz.

4.2.4 Capacity of OFDMA

Unlike TDMA, OFDMA allows sharing resources among multiple users accessing the system
by allocating to a user only a fraction of the total bandwidth. Therefore, multiple users can
transmit simultaneously on orthogonal subcarriers. The transmissions from multiple users
are orthogonal as long as the relative delay between the received transmissions is within the
cyclic prefix (CP) length. In general, the CP length is several microseconds, to account for the
multi-path delay spread, and therefore makes the timing synchronization within the CP length
feasible. This is in contrast to synchronous WCDMA where subchip level synchronization
(generally a small fraction of a microsecond depending upon the chip rate) is required to
guarantee orthogonal transmissions. The uplink capacity limit for an OFDMA system can be
written as:

COFDMA =
K∑

i=1

βi · log2

(
1 + P

fP + βiN0

)
[b/s/Hz], (4.24)

where βi is the fraction of bandwidth allocated to user i. For the case where the bandwidth
is equally divided among the K users transmitting simultaneously, the above formula can be
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simplified as below:

COFDMA =
K∑

i=1

1

K
· log2

(
1 + P

fP + N0
K

)
[b/s/Hz]

= log2

(
1 + KP

fKP + N0

)
[b/s/Hz]. (4.25)

We note that there is no intra-cell (multiple access) interference or inter-symbol-interference
(ISI) due to orthogonal subcarriers used by different users and 1-tap OFDM subcarrier equal-
ization. However, cyclic prefix (guard interval) overhead (typically around 10%) needs to be
taken into account for the OFDM case. Therefore, the capacity of an OFDMA system can be
scaled-down to account for CP overhead as below:

COFDMA =
(

Ts

Ts +�

)
× log2

(
1 + KP

fKP + N0

)
[b/s/Hz], (4.26)

where Ts is the OFDM symbol duration and � is the cyclic prefix duration.

4.2.5 Capacity of SC-FDMA

Like OFDMA, SC-FDMA avoids intra-cell interference in the uplink. However, SC-FDMA
can also benefit from frequency diversity because a given modulation symbol is transmitted
over the whole bandwidth allocated to the UE. However, the downside of this approach is
that performance of SC-FDMA suffers in a frequency-selective fading channel due to noise
enhancement. This is because the IDFT operation after frequency-domain equalization at the
receiver spreads out the noise over all the modulation symbols. It should be noted that noise
enhancement results in inter-symbol-interference (ISI) and not the inter-user interference,
that is, there is no intra-cell interference among UEs transmitting over orthogonal frequency
resources. The losses of SC-FDMAlink performance relative to OFDMAhave been estimated
ranging from no loss or a slight gain due to diversity at low SINR for QPSK modulation to about
1 dB for 16-QAM and 64-QAM modulations typically used at higher SINR [8]. Therefore,
the uplink capacity limit for an SC-FDMA system is given as:

CSC-FDMA =
(

Ts

Ts +�

)
× log2

(
1 + KP

fKP + N0
× 1

10(LSC-FDMA/10)

)
[b/s/Hz], (4.27)

where LSC-FDMA represents the SC-FDMA link loss in dBs relative to OFDMA. This loss
occurs at higher SINR when frequency-domain linear equalization is used. It should be noted
that some or all of this loss can be recovered by using a more advanced receiver [9] at the
Node-B at the expense of additional complexity.

4.3 Capacity results

We provide some numerical results for some selected cases in Figures 4.7 and 4.8 for single
user SINR, P/N0 of 0.0 and 10.0 dB respectively. The single user SINR, P/N0 is defined as the
SINR seen when no interference is present. In these results we assumed a flat fading channel
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scenario i.e. no inter-symbol interference, which means LSC-FDMA = 0.0 dB i.e. no loss for
SC-FDMA relative to OFDMA. In our further discussions on performance comparison, we
will collectively refer to SC-FDMA and OFDMA as orthogonal schemes. We also assumed
f = 0.0, which indicates no inter-cell interference. We are interested in performance impact
of intra-cell or multiple access interference (MAI) on uplink performance of different access
techniques. We provide performance for OFDMA, SC-FDMA and WCDMA schemes. The
TDMA scheme can be seen as a special case when the number of users transmitting is one
(K = 1). The horizontal axis shows the number of users simultaneously accessing the system.

The P/N0 = 0.0 dB case in Figure 4.7 represents a weak user in the system while the
P/N0 = 10.0 dB case in Figure 4.8 depicts a relatively good user in the system, which is
generally the case for users closer to the base station. We note that gains of orthogonal access
over non-orthogonal access for the larger SINR user case increase as the number of users
increases. This is explained by the fact that the performance of a high SINR user is dominated
by intra-cell (or inter-user) interference and an orthogonal access benefits by eliminating the
intra-cell interference. However, the performance of a weak user is dominated by the inter-
cell interference and the background noise and eliminating intra-cell interference by using
orthogonal access only provides a small advantage. It should be noted that performance of a
non-orthogonal scheme for the larger SINR case (P/N0 = 10.0 dB) degrades as the number
of users increases. This is explained by the fact that increasing number of users also results
in increased intra-cell interference. In fact, for the large SINR case, it is better to let a single
user transmit in case of non-orthogonal access, which effectively means a TDMA scheme
with K = 1. We note that orthogonal schemes provide approximately four times improve-
ment over WCDMA for 10 users case in a single-isolated cell scenario considering a good
SINR user.

We also note that performance of OFDMA and SC-FDMA with K = 1 is similar to TDMA
performance. However, the benefit of OFDMA and SC-FDMA is that multiple users can
simultaneously transmit providing overall larger power transmitted in the system. Therefore,
a higher capacity than the TDMA case can be achieved for the case of K > 1.

Although the numerical results for other-cell to own-cell signal ratio f of greater than zero
are not presented, we can note from the analysis in Section 4.2 that the gains of orthogonal
access are larger when the other-cell to own-cell signal ratio f is small i.e. the highest gains
of orthogonal access are seen in an isolated hotspot cell case. We know that as the other-cell
to own-cell signal ratio f increases, the performance is dominated by other-cell interference
rather than only by intra-cell interference. Therefore, in case of heavy inter-cell interference,
the gains of orthogonal access over non-orthogonal access go down.

In summary, the numerical results show that orthogonal uplink multiple access schemes
OFDMA and SC-FDMA can provide significant capacity gains over a non-orthogonal uplink
multiple access scheme WCDMA. We expect that the gains of OFDMA and SC-FDMA over
WCDMA will be even larger when a frequency selective channel is considered. In this case,
WCDMA using Rake receiver will suffer from ISI. There can also be some performance
degradation of OFDMA due to frequency selectivity because different subcarriers experience
different fading conditions. Also, SC-FDMA performance can be degraded due to loss of
orthogonality or noise enhancement in a frequency-selective channel. However, these losses
are expected to be smaller relative to the loss experienced by WCDMA due to ISI. We can
assume that the gains of OFDMA and SC-FDMA over WCDMA in a frequency-selective
channel in the uplink would be similar to the gains of OFDM over WCDMA for down-
link transmission. This is because in WCDMA downlink transmissions, there is no MAI
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interference. We should note that these gains are in addition to the gains that OFDMA and
SC-FDMA provide by eliminating multiple-access interference (MAI) in the uplink.

4.4 Hybrid uplink access

We mentioned earlier that SC-FDMA can result in link performance loss relative to OFDMA
ranging from no loss at low SINR for QPSK modulation to 1–1.5 dB at higher SINR for
16-QAM and 64-QAM modulations. The link performance comparison between OFDM and
SC-FDMA for 64-QAM modulation with 1/2 and 2/3 coding rates in an SCM channel (see
Chapter 18) is shown in Figure 4.9. In the next chapter we will learn that SC-FDMA provides
a low-peakiness signal relative to OFDMA. The reduced signal peakiness allows to increase
the UE transmission power providing larger range and coverage. A hybrid scheme as shown
in Figure 4.10 using DFT-precoding for QPSK transmissions at low SINR while by-passing
the DFT-precoding for higher order modulations at higher SINR can then be considered. Such
a scheme can provide the low-signal peakiness advantage of SC-FDMA for coverage limited
UEs using QPSK while avoiding the link performance loss for high SINR UEs using higher
order modulations. Also, the low signal-peakiness advantage of SC-FDMA goes down for
higher order modulations, as we will discuss in the next chapter. It then seems appropriate not
to DFT-precode higher order modulation transmissions.

The receiver for the hybrid scheme is shown in Figure 4.11. It can be seen that the
receiver structure is very similar to the SC-FDMA receiver with the only difference that
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the transmissions that are not DFT-precoded at the transmitter are available directly at the
output of DFT. That is, there is no need to perform additional IDFT operation. However, the
transmissions that are DFT-precoded at the transmitter are obtained after performing the IDFT
operation.

In the hybrid scheme, we can also consider not to DFT-precode MIMO transmissions.
This will simplify the MIMO receiver as 1-tap equalizer can be used. A more com-
plex MIMO receiver processing is required for SC-FDMA as each modulations symbol is
spread over multiple subcarriers. The hybrid scheme can further be extended by only using
DFT-precoding when a transmission is power-limited irrespective of the modulation or MIMO
scheme used.
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Table 4.2. FFT-precoding sizes.

Prime number

Multiple of 12 FFT size M 2, i= 3, j= 5, k= 7, l= 11, m= 13, n= 17, p=

1 12 2 1
2 24 3 1
3 36 2 2
4 48 4 1
5 60 2 1 1
6 72 3 2
7 84 2 1 1
8 96 5 1
9 108 2 3

10 120 3 1 1
11 132 2 1 1
12 144 4 2
13 156 2 1 1
14 168 3 1 1
15 180 2 2 1
16 192 6 1
17 204 2 1 1

4.5 FFT precoding complexity

SC-FDMA scheme requires an additional DFT operation at the transmitter and an IDFT
operation at the receiver relative to an OFDMA scheme. The complexity of these additional
operations can be reduced if the DFT/IDFT sizes allowed can be factorized into a small number
of (prime) numbers. The smaller the number of prime numbers in the factorization, the simpler
the implementation of DFT/IDFT. The size of the DFT precoder M depends on the amount
of resources allocated for uplink data transmission and can be written as:

M = 2i × 3j × 5k × 7l × 11m × 13n × 17p × · · · . (4.28)

Here, we assumed that the FFT sizes are limited to factors of seven prime numbers 2, 3, 5,
7, 11, 13 and 17. If we limit the minimum DFT size to 12, this would mean that a minimum
of two prime factors of 2 and 3 would be required. In Table 4.2, we list the FFT sizes up to a
maximum size of 204 that are multiples of 12 and the corresponding prime factors. If we just
allow two prime factors of 2 and 3, the FFT sizes of 60, 84, 120, 132, 156, 168, 180 and 204
will not be allowed. Note that when we allow a smaller number of prime factors, the flexibility
in resource allocation is impacted. However, if we allow a third prime number 5, FFT sizes
of 60, 120 and 180 can also be supported. This means that as the number of prime factors is
increased, more flexibility in resource allocation becomes available. By looking at Table 4.2,
it appears reasonable to allow three prime numbers (2, 3 and 5). This would allow using 12
out of 17 possibilities shown in Table 4.2. The five possibilities that are not permitted are
highlighted and are FFT sizes of 84, 132, 156, 168 and 204. By limiting the prime numbers
to 2, 3 and 5, we can expect some reduction in FFT implementation complexity.
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4.6 Summary

We have discussed some of the problems associated with the WCDMA scheme used in the
uplink of 3G systems. The major problem of WCDMAis intra-cell interference also referred to
as multiple access interference (MAI), which results from its non-orthogonal nature. The intra-
cell interference limits the maximum achievable data rates and limits the capacity of the uplink.
In order to resolve the MAI issue in the uplink, two orthogonal schemes, namely OFDMA
and SC-FDMA, were proposed for LTE. Both schemes allow orthogonal transmissions from
multiple UEs transmitting simultaneously. The orthogonality of transmission is guaranteed
by allocating orthogonal frequency bands to different UEs.

A capacity analysis of both orthogonal and non-orthogonal schemes was conducted based
on simple models. We were interested in estimating achievable gains by using an orthogo-
nal scheme compared to the currently 3G non-orthogonal WCDMA scheme. Therefore, we
assumed the case of a single-path flat fading channel i.e. no ISI was considered. The results
confirmed that orthogonal multiple access schemes OFDMAand SC-FDMAcan provide large
capacity gains over a non-orthogonalWCDMAscheme.We also noted that due to uplink power
limitation, the typical situation for uplink would be the case where multiple users transmit
simultaneously. We noted that gains of orthogonal schemes over non-orthogonal schemes
increase as the number of UEs transmitting simultaneously increases.

Based on the performance comparison, both OFDMA and SC-FDMA emerged as strong
candidates for LTE uplink. One advantage of SC-FDMArelative to OFDM, which is discussed
in more detail in the next chapter, is low signal-peakiness of the SC-FDMAsignal.Alow signal-
peakiness allows a UE to transmit at a higher power providing greater coverage. However, one
drawback of SC-FDMA relative to OFDMA is link performance loss in a frequency-selective
channel. This loss can be over one dB at higher SINR. We discussed a hybrid uplink access
scheme where DFT-precoding is only used for power limited UEs. This scheme effectively
uses OFDMA when power limitation is not an issue and therefore avoids link performance
loss for higher order modulation transmissions. Another drawback of SC-FDMA relative to
OFDMA is additional DFT and IDFT operations at the transmitter and receiver respectively
resulting in increased implementation complexity. However, we noted that the DFT and IDFT
operation can be relatively simplified if we limit the DFT-precoding sizes to a few prime
factors.

During the LTE proposals evaluation phase, a great deal of emphasis was given to the
coverage aspect and hence the low signal-peakiness was considered highly desirable. Based
on this simple fact, SC-FDMA was selected as the multiple access scheme for the LTE uplink.
However, in the later phase of LTE development, it was realized that SC-FDMA complicates
the signaling and control multiplexing and other aspects of uplink design. Only time will
prove if SC-FDMA selection over OFDMA was the right choice or not. In the author’s view a
hybrid scheme that combines the benefits of both SC-FDMA and OFDMA would have been
a better approach for LTE uplink.

There was also a big debate over whether both localized and distributed transmission fla-
vors of SC-FDMA should be allowed or a single scheme should be selected. The benefit
of distributed transmission is greater frequency diversity because a given transmissions is
spread over a larger bandwidth. These frequency-diversity gains from distributed SC-FDMA
can be of the order of 1 dB in certain scenarios [8]. On the other hand, localized transmissions
allow employing frequency-selective multi-user scheduling as a UE can be scheduled over
a frequency band experiencing high signal quality. When the channel can be tracked with
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fairly high accuracy, which can be the case for low UE speeds, localized transmission outper-
forms distributed transmission. However, at higher UE speeds when channel quality cannot
be tracked with reasonable accuracy, distributed transmission can be beneficial. However,
DFDMA requires channel estimates over a wideband to exploit the frequency diversity gains.
This requires high pilot or reference signal overhead on the uplink. Due to concerns on refer-
ence signal overhead, DFDMAscheme was not adopted in the standard leaving only localized
SC-FDMA as the single scheme in LTE uplink. However, a frequency hopping approach was
allowed to be used in order to gain frequency-diversity with localized SC-FDMA.
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5 Reducing uplink signal peakiness

In cellular systems, the wireless communication service in a given geographical area is pro-
vided by multiple Node-Bs or base stations. The downlink transmissions in cellular systems
are one-to-many, while the uplink transmissions are many-to-one. A one-to-many service
means that a Node-B transmits simultaneous signals to multiple UEs in its coverage area.
This requires that the Node-B has very high transmission power capability because the trans-
mission power is shared for transmissions to multiple UEs. In contrast, in the uplink a single
UE has all its transmission power available for its uplink transmissions to the Node-B. Typ-
ically, the maximum allowed downlink transmission power in cellular systems is 43 dBm,
while the uplink transmission power is limited to around 24 dBm. This means that the total
transmit power available in the downlink is approximately 100 times more than the transmis-
sion power from a single UE in the uplink. In order for the total uplink power to be the same as
the downlink, approximately 100 UEs should be simultaneously transmitting on the uplink.

Most modern cellular systems also support power control, which allows, for example,
allocating more power to the cell-edge users than the cell-center users. This way, the cell
range in the downlink can be extended because the Node-B can always allocate more power
to the coverage-limited UE. However, in the uplink, the maximum transmission power is
constrained by the maximum UE transmission power. This limits the achievable coverage
range on the uplink, thus the uplink is the limiting link in terms of coverage and range.
Due to this imbalance between uplink and downlink, 1G and 2G cellular systems employed
receiver diversity on the uplink to improve the uplink range. However, receiver diversity is
also becoming common on the downlink in 3G systems. A two receiver antenna diversity in
the UEs again makes uplink the limiting link.

In voice communications, many UEs transmit and receive data simultaneously. However,
with bursty Internet data traffic, a small number of UEs are generally receiving or transmitting
data at a given time. The bursty Internet data traffic can be served more efficiently in the
downlink by employing scheduling. The Node-B can allocate a large amount of power and
bandwidth resources to a UE resulting in a very high instantaneous data rate. This strategy
also results in lower signaling overhead, as scheduling grants need to be carried for a small
number of UEs. However, bursty data traffic in the uplink means that only a small number of
UEs transmit in the uplink. However, these UEs may not be able to transmit at very high data
rates due to peak transmission power limitation. It can be argued that the cell-edge peak data
rate in a coverage limited situation in the uplink is a factor of 100 smaller than the downlink
peak data rate due to difference in Node-B and UE transmission powers. This assumes that at
the cell-edge in a coverage-limited situation, the SINR is low enough so that capacity and data
rates scale linearly with power. Also, we assume that Node-B can allocate all of its transmit
power to serve a cell-edge user at peak data rate. When the uplink data transmission rates
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are limited due to transmit power limitations, it takes longer to transmit a given amount of
data. This adds delays in the system and also a signaling overhead because of an increase in
the number of scheduling grants as a consequence of the increased number of users requiring
simultaneous transmissions.

A simple solution to increase the uplink data rates would be to increase the uplink power
amplifier size. However, this would come at the expense of increased power amplifier cost
and UE battery power consumption. A source of inefficiency in transmit power is the backoff
required due to high signal peakiness or peak-to-average power ratio (PAPR) of the transmit
signal. By reducing uplink signal peakiness, higher power can be transmitted in the uplink for
the same power amplifier size. In this chapter, we will discuss measures of signal peakiness,
signal peakiness for different modulations, low PAPR modulations and spectrum shaping
techniques for reducing signal peakiness for SC-FDMA.

5.1 Measures of signal peakiness

The signal peakiness is an important consideration for RF amplifier performance particularly
for the uplink transmissions. The reduction in uplink signal peakiness can provide increased
transmit power enabling higher data rates in the uplink. We discuss two measures of signal
peakiness: PAPR and cubic power metric.

5.1.1 Peak-to-average-power ratio

The peak-to-average-power ratio (PAPR) is generally defined as the ratio of the instantaneous
signal power to the average signal power as below:

PAPR = |s (t)|2
E
[|s (t)|2] . (5.1)

In general, a low PAPR is desired for improved power amplifier efficiency i.e. smaller power
backoff is needed. In the current 3G systems, WCDMA is used as the multiple access scheme.
Alarge number of parallel codes are used for transmission to various users or a single user (e.g.
HSDPA uses up to 15 parallel codes for high-speed data transmission to a single user) on the
downlink. A large PAPR results from the large number of parallel code channels transmission.
In general, the WCDMA PAPR for a large number of parallel codes transmission can be
approximated by the complementary cumulative distribution function (CCDF) of a complex
Gaussian random variable. Similarly, in case of OFDM a large number of tones is used for
transmission to different UEs or transmission to a single UE in the downlink. This also results
in high PAPR that can again be approximated by a complex Gaussian random variable as long
as the number of tones used is sufficiently large (16 or greater). Therefore, there is practically
no difference in PAPR for WCDMA and OFDM for downlink. It is assumed that the existing
3G Node-Bs are already designed to cope with the PAPR resulting from a complex Gaussian
signal.

In order to illustrate why superposition of parallel subchannels (codes or tones) results in
large signal variations, Figure 5.1 shows superposition of 4 OFDM tones at frequencies of f,
2f, 3f and 4f . The bottom-left plot shows simple addition of four tones (all tones modulated by
‘+1’) while the plot on the bottom-right shows the case where tones at frequencies f and 3f
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Figure 5.1. Superposition of sinusoids.

are modulated by ‘+1’ while tones at frequencies 2f and 4f are modulated by ‘−1’. We can
note that superposition of multiple sinusoids can result in large variations of the composite
signal.

In Figure 5.1, we assumed superposition of only four sinusoids. In practice, the number of
tones used in OFDM is much larger. Also, we noted that in WCDMA downlink, up to 15 par-
allel code channels can be used for transmission. As pointed out earlier, the PAPR of OFDM
and WCDMA for a large number of subchannels (codes or tones) can be approximated by a
complex Gaussian signal. According to the central limit theorem, the real and imaginary parts
of the transmitted signal in OFDM and WCDMA for a large number of subchannels (subcarri-
ers or codes) are Gaussian distributed. Therefore, the PAPR distribution can be approximated
by CCDF of the complex Gaussian signal given as:

probability(PAPR > x) = e−x. (5.2)

Unlike the downlink, fewer parallel code channels (preferably a single code channel) are
used for transmissions from a single UE in the WCDMA uplink. This is to provide lower
PAPR relative to downlink, as the power amplifier efficiency is more critical for the UE due
to its form factor and lower cost requirements. When a multi-carrier multiple access scheme
such as OFDMA is employed in the uplink, the PAPR becomes comparable to the downlink
PAPR. A single-carrier scheme then becomes attractive for the uplink due to its low PAPR
characteristic.

5.1.2 Cubic metric

In the course of LTE and earlier HSPA (high speed packet access) standards performance
evaluation, it was realized that PAPR may not be an accurate measure of UE power amplifier
backoff or power de-rating. Another metric referred to as cubic metric (CM) was developed
as a more effective predictor of the actual reduction in power capability, or power de-rating,
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of a typical power amplifier in a UE. CM was found to have a higher correlation with the
measured power de-ratings and resulted in a tighter distribution of errors. This was found to
be true for several different power amplifiers using different technologies and various signals
with a range of PAPRs.

The CM is defined as:

CM =
20 log10

[ (
v3

n
)
rms(

v3
ref

)
rms

]

F
, (5.3)

where vn is the normalized voltage waveform of the input signal and vref is the normalized
voltage of the 12.2 Kb/s AMR (adaptive multi-rate) speech signal in WCDMA. We note that,
by definition, CM of the reference signal is 0 dB. The empirical factor F is obtained by linear
curve fit of CM to the actual power amplifier power de-rating curve. A value of F = 1.85 was

used extensively during LTE performance evaluation. The term 20 × log10

(
v3

ref

)
rms

, which

represents the cubic power of the WCDMA voice signal, is assumed to be 1.5237.
The CM can then be approximated as:

CM =
[
20 log10

(
V 3

n

)
rms − 1.5237

]
1.85

. (5.4)

The motivation for using CM was to model the impact of power amplifier non-linearity on
the adjacent channel leakage (ACL). The primary cause of adjacent channel leakage (ACL) is
the third order non-linearity of the amplifier’s gain characteristic. The amplifier voltage gain
characteristic in this case can be written as:

vo(t) = G1 × vi(t)+ G3 × [vi(t)]
3 , (5.5)

where vi(t) is the input voltage to the power amplifier and vo(t) is the output voltage. Also
G1 and G3 are the linear and non-linear gains of the amplifier. These values generally depend
only on the amplifier design, and are independent of the input signal vi(t).

The cubic term in Equation (5.5) will generate several types of degradation to the output
signal. This includes channel distortion terms that contribute to EVM, as well as signals at the
third harmonic of the carrier frequency, and signals in the upper and lower adjacent channel
bands. For a given amplifier, the total energy in the cubic term is determined by the input signal
vi(t) only. In addition, the total energy is distributed among the various distortion components
in some predefined, signal dependent way.

5.2 PAPR of QAM modulations

In the current 3G systems that use non-orthogonal uplink access based on WCDMA the
maximum SINR is limited due to intra-cell interference. Also, since the uplink access is non-
orthogonal, uplink bandwidth sharing is not a concern as transmissions from multiple UEs
transmitting simultaneously can overlap in frequency. It is for these reasons that higher order
modulations are generally not used in the WCDMA uplink. However, in the LTE system
employing orthogonal uplink access based on SC-FDMA, there is no intra-cell interference.
Total bandwidth also needs to be shared among multiple UEs accessing the uplink data channel
simultaneously. Therefore, LTE uses higher order modulations such as 16-QAM and 64-QAM
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Figure 5.2. QPSK constellation.

to achieve higher data rates. Unfortunately, the higher order modulations result in increased
PAPR and larger power amplifier backoffs on the uplink reducing the total available trans-
mission power. Another alternative to achieve higher data rates in the uplink is to use MIMO
(Multiple Input Multiple Output) spatial multiplexing techniques. However, MIMO spatial
multiplexing schemes require multiple RF chains and multiple power amplifiers and therefore
impact the UE complexity and battery power consumption. In this section, we discuss PAPR
for QPSK, 16-QAM and 64-QAM modulations.

5.2.1 Quadrature Phase Shift Keying (QPSK)

The QPSK constellation is shown in Figure 5.2. Assuming a unit average power, the real and
imaginary components take amplitude values of A and −A where A is given as below:

4(A2 + A2)

4
= 1

⇒ A = 1√
2

. (5.6)

In QPSK modulation, all the constellation points have the same power and the PAPR can
be calculated as:

PAPRQPSK = (A2 + A2)

1
= 1.0 = 0.0 dB. (5.7)

This means that PAPR for QPSK is 0.0 dB i.e. a constant envelope signal.

5.2.2 16 quadrature amplitude modulation (16-QAM)

The 16-QAM constellation is shown in Figure 5.3. Again, assuming a unit average power,
the real and imaginary components take amplitude values of A, 3A, −A and −3A where A is
given as below:

4(A2 + A2 + A2 + 9A2 + A2 + 9A2 + 9A2 + 9A2)

16
= 1

⇒ A = 1√
10

. (5.8)
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Figure 5.3. 16-QAM constellation.

The maximum PAPR for 16-QAM can be calculated as below:

PAPR16-QAM = (9A2 + 9A2)

1
= 1.8 = 2.55 dB. (5.9)

That is, 16-QAM results in a maximum PAPR of 2.55 dB with 25% probability i.e. four
symbols (corner points in the constellation) at PAPR of 2.55 dB out of a total of 16 symbols.
Similarly, we can obtain the PAPR for the four inner constellation points as below:

PAPR16-QAM = (A2 + A2)

1
= 0.2 = −7 dB. (5.10)

The PAPR for the remaining eight constellation points is:

PAPR16-QAM = (A2 + 9A2)

1
= 1.0 = 0.0 dB. (5.11)

5.2.3 64 quadrature amplitude modulation (64-QAM)

The 64-QAM constellation is shown in Figure 5.4. Once again, assuming a unit average power,
the real and imaginary components take amplitude values of A, 3A, 5A, 7A, −A, −3A, −5A
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Figure 5.4. 64-QAM constellation.

and −7A where A is given as below:

4

(
2A2 + 2 × 10A2 + 18A2 + 2 + 26A2 + 2

× 34A2 + 3 × 50A2 + 2 + 58A2 + 2 × 74A2 + 98A2

)

64
= 1

⇒ A = 1√
42

. (5.12)

The maximum PAPR for 64-QAM can be calculated as below:

PAPR64-QAM = (49A2 + 49A2)

1
= 98

42
= 3.68 dB. (5.13)

This shows that 64-QAM results in a PAPR of 3.68 dB with 6.25% (1/16) probability
i.e. four symbols (corner symbols in the constellation) at PAPR of 3.68 dB out of a total of
64 symbols.

We noted that for a single subchannel (CDMA code or OFDM subcarrier) transmission,
QPSK, 16-QAM and 64-QAM results in maximum PAPR of 0.0, 2.55 and 3.68 dB respectively.
Let us now have a look at the PAPR for these modulations for a large number of parallel
subchannels transmission. Figure 5.5 compares complex Gaussian CCDF with QPSK, 16-
QAM and 64-QAM PAPR with 16 parallel sub channels transmission. As expected for a large
number of subchannels, the PAPR can be approximated with the Complex Gaussian CCDF.
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Figure 5.5. PAPR for QPSK, 16-QAM and 64-QAM modulations with 16 parallel channels.

It is also interesting to note that the modulation order does not make much difference when
the number of parallel subchannels is large. This indicates that once we design a system
to accommodate the worst case PAPR (that of complex Gaussian signal), the number of
subchannels used and modulation order do not make any difference.

5.3 Peakiness of SC-FDMA signal

As we noted earlier, SC-FDMA is used in the LTE uplink due to its low signal peakiness
characteristic. In Figure 5.6, we plot the PAPR CCDF for SC-FDMA and compare it against
the CCDF of a complex Gaussian signal. We assumed both QPSK and 16-QAM modulations,
FFT size M = 64 and IFFT size N = 512. We note that at the 0.1% point on CCDF, the
PAPR of SC-FDMA using QPSK is approximately 2.5 dB lower than the PAPR of a complex
Gaussian signal. Since the PAPR of an OFDM signal transmitted on a sufficiently large number
of tones or subcarriers is similar to the PAPR of a complex Gaussian signal, we can say that SC-
FDMAprovides 2.5 dB lower PAPR than PAPR of an OFDM signal.As a reference, for QPSK
modulation, the cubic metric for SC-FDMA and OFDM is 1.0 and 3.4 dB respectively. This
shows a similar difference to the difference in PAPR at the 0.1% point. The signal peakiness
benefit of SC-FDMA reduces for higher order modulations such as 16-QAM and 64-QAM.
We note that for 16-QAM modulation at the 0.1% point on CCDF, the PAPR of SC-FDMA
is approximately 2.0 dB lower than the PAPR of a complex Gaussian signal. Also, the cubic
metric of SC-FDMAwith 16-QAM is 1.8 dB, which is only 1.6 dB better than the cubic metric
for OFDM. As pointed out earlier, a complex Gaussian signal gives the worst-case PAPR and
therefore its PAPR or CM is not affected by the modulation. The cubic metric for SC-FDMA
using 64-QAM modulation is approximately 2.0 dB, which is only 1.4 dB better than the cubic
metric for OFDM.
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Figure 5.6. PAPR for SC-FDMA for M = 64, N = 512.

It can, however, be argued that lower PAPR/CM is more desirable for power-limited UEs
using QPSK modulation. In general, QPSK is used at relatively lower SINR where capacity
scales approximately linearly with SINR. This means that additional power that becomes
available due to lower PAPR/CM directly translates into higher data throughputs. However,
higher order modulations such as 16-QAM and 64-QAM are used at relatively higher SINR
where channel capacity scales logarithmically with SINR. Therefore, the additional power
that becomes available due to lower PAPR/CM translates into only marginal improvements
in data rates.

In order to maintain a single-carrier property in localized SC-FDMA, the FFT-precoded
data symbols should be mapped to contiguous subcarriers at the input of IFFT as shown for
the case of contiguous allocation (CA) in Figure 5.7. The PAPR results in Figure 5.6 are plot-
ted for this contiguous allocation case. When the FFT-precoded data symbols are mapped to
non-contiguous groups of subcarriers, the PAPR and CM increases. Figure 5.7 shows two non-
contiguous allocations (NCA), a scheme referred to as NCA2 where the FFTprecoded symbols
are mapped to two groups of contiguous subcarriers and another scheme referred to as NCA4
where the FFT precoded symbols are mapped to four groups of contiguous subcarriers. The
signal peakiness increases with the increasing number of groups the transmission is mapped
to as shown in Figure 5.8. The increase in cubic metric for NCA2 and NCA4 relative to the CA
scheme is 0.65 and 0.83 dB respectively. This means that in order to keep the low signal peak-
iness benefit of SC-FDMA scheme, certain constraints in resource allocation are introduced.

5.4 Low PAPR modulations

The PAPR of SC-FDMAcan possibly be further reduced by usingπ/M -shifted MPSK modula-
tion, which employs per-symbol phase rotation. The constellations for π/2-shifted BPSK and
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Figure 5.9. π/2-shifted BPSK and π/4-shifted QPSK signal constellations.

π/4-shifted QPSK are given in Figure 5.9. In case of π/2-shifted BPSK, the even-numbered
symbols are transmitted as in a BPSK modulation. However, the odd-numbered symbols are
rotated by a phase shift of π/2. Similarly, for π/4-shifted QPSK, the even-numbered symbols
are transmitted as in a normal QPSK modulation. However, the odd-numbered symbols are
rotated by a phase shift of π/4. Note that phase shifts on the odd-numbered symbols have no
impact on the link performance relative to standard BPSK and QPSK modulations.

The PAPR CCDF for π/2-shifted BPSK and π/4-shifted QPSK signal constellations is
shown in Figure 5.10. We note that π/4-shifted QPSK results in marginal improvement
in PAPR. At the 0.1% point on CCDF, the PAPR for π/4-shifted QPSK is approximately
0.2 dB lower than the standard QPSK constellation. However, π/2-shifted BPSK provides
approximately 1.2 dB lower PAPR than a standard QPSK constellation. The cubic metric for
π/4-shifted QPSK shows no improvement relative to the standard QPSK constellation. In
case of π/2-shifted BPSK, improvements of 0.8 dB are observed in the cubic metric as well.
The cubic metric for π/2-shifted BPSK is only 0.2 dB relative to 1.0 dB for standard QPSK
modulation.

5.5 Spectrum shaping

In the previous section, we noted that π/M -shifted MPSK modulations particularly π/2-
shifted BPSK can further reduce the signal peakiness of a single-carrier transmission. In
this section, we discuss pulse-shaping or spectrum-shaping techniques that can even further
reduce the signal peakiness of a single-carrier transmission. For time-domain processing of
SC-FDMA, pulse shaping can be used on the time-domain signal to reduce signal peakiness. In
case of frequency-domain processing of SC-FDMAsuch as is the case in DFT-Spread OFDM,
spectrum shaping can be performed in the frequency-domain as shown in Figure 5.11. The
spectrum-shaping function can be obtained by simply taking the Fourier transform of the
pulse-shaping function.
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Figure 5.11. SC-FDMA Transmitter using Spectrum shaping.

The spectrum shaping is performed on the DFT-precoded samples Xl[l = 0, 1,
. . . , (M − 1)] before mapping to IDFT. The DFT-precoded samples are simply multiplied
with the spectrum shaping function as below:

X̃l = Xl × S (l) l = 0, 1, . . . , (M − 1), (5.14)

where S (l) are the samples of the spectrum-shaping function and M is the number of subcarri-
ers used for transmission. Two classes of spectrum-shaping functions namely Kaiser window
[3] and raised-cosine spectrum-shaping were proposed for signal peakiness reduction in the
LTE system. We will discuss, in detail, these two spectrum shaping functions in the next
sections.
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5.5.1 Kaiser window spectrum-shaping

The spectrum-shaping function for the Kaiser window [2] is defined as:

SKaiser (l) =
I0

(
β

√
1 −

(
2l

M−1 − 1
)2
)

I0 (β)
l = 0, 1, . . . , (M − 1), (5.15)

where β is an arbitrary real number that determines the shape of the window, and the integer
M gives the length of the window. I0 (.) is the zeroth-order modified Bessel function of the
first kind which is defined by:

I0 (x) = 1

π

π∫
0

ex cos t dt. (5.16)

By construction, the Kaiser window function in Equation (5.15) peaks at unity at the center
of the window, and decays exponentially towards the window edges as shown in Figure 5.12.

5.5.2 Raised-cosine spectrum-shaping

The raised-cosine filters are frequently used in wireless systems to produce a band-limited
signal. A main characteristic of these filters is that they produce Nyquist pulses after matched
filtering and therefore do not cause any inter-symbol interference. In the frequency-domain,
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Figure 5.12. Kaiser window spectrum-shaping function for M = 60 and β = 0.5, 2.0, 4.0.
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the raised-cosine spectrum-shaping function is defined as:

SRC (l) =




1 |l| ≤ (1 − β)M

2
1

2

[
1 + cos

(
π

Mβ

[
|l| − (1 − β)M

2

])]
(1 − β)M

2
< |l| ≤ (1 + β)M

2
0 otherwise

,

(5.17)
where 0 ≤ β ≤ 1 is the roll-off factor. The roll-off factor is a measure of the excess bandwidth.
Asβ approaches zero, the roll-off zone becomes infinitesimally narrow leading to a rectangular
spectrum-shaping function. When β = 1, the non-zero portion of the spectrum is a pure raised
cosine, leading to the simplification:

SRC (l)|β=1 =
{

1
2

[
1 + cos

(
π l
M

)]
|l| ≤ M

0 otherwise.
(5.18)

When a matched filter is used at the receiver,

SR (l) = S∗
T (l) , (5.19)

where SR (l) and ST (l) represent the spectrum-shaping function at the transmitter and the
receiver respectively and x∗ denotes the complex conjugate of x. In order to provide a total
response of the system as raised-cosine, a root-raised-cosine (RRC) filter is typically used at
each end of the communication system. Therefore SR (l) and ST (l) are given as:

|SR (l)| = |ST (l)| = √|SRC (l)|. (5.20)

Adrawback of the RRC filter is that it results in bandwidth expansion by a factor of (1 + β).
The bandwidth of a the raised-cosine filter is defined as the width of the non-zero portion
of its spectrum. We note from Figure 5.13 that bandwidth occupied by the raised-cosine
filter for β = 0.2, 0.5, 1.0 is respectively 20%, 50% and 100% more than the rectangular
spectrum-shaping function. In Figure 5.13, we assumed a DFT-precoding size of M = 60 and
this would be the number of subcarriers required for transmission if a rectangular spectrum-
shaping function was used. However, the number of subcarriers required for transmission for
M = 60 and β = 0.2, 0.5, 1.0 is 72, 92 and 120 respectively.

The bandwidth expansion and spectrum shaping using the raised-cosine spectrum-shaping
function is illustrated in Figure 5.14. M FFT-precoded data symbols are expanded by copying
βM/2 samples from the beginning and appending them to the end and copying βM/2 samples
from the end and appending them to the beginning. This results in a total of (1 + β)M samples
required for RRC spectrum shaping. A total of (1 + β)M FFT-precoded data symbols are
renumbered from −(1−β)M

2 + 1 to (1+β)M
2 and RRC spectrum shaping is performed as below:

X̃l = Xl ×√
SRC (l),

− (1 − β)M

2
< l ≤ (1 + β)M

2
. (5.21)

5.5.3 PAPR/CM performance with spectrum shaping

The PAPR/CM performances for QPSK and π/2-BPSK using Kaiser window and RRC spec-
trum shaping are given in Tables 5.1 and 5.2 respectively. For QPSK modulation, the best
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Figure 5.14. SC-FDMA transmitter using raised-cosine spectrum shaping.

achievable PAPR/CM performance for Kaiser window and RRC spectrum shaping is 4.4 dB
(CM = 0.85 dB) and 2.9 dB (CM = 0.11 dB) respectively. This performance is achieved for a
Kaiser shaping parameter of β = 2.5 and RRC roll-off of β = 0.5. It should be noted that the
spectral efficiency of QPSK using RRC with roll-off of β = 0.5 is only 1.33 bits/subcarrier.
In contrast, the spectral efficiency of QPSK using Kaiser window with a shaping parameter of
β = 2.5 is 2.0 bits/subcarrier. This is because unlike RRC spectrum shaping, Kaiser window
spectrum shaping does not result in bandwidth expansion. The bandwidth efficiency (BE) in
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Table 5.1. PAPR/CM performance for QPSK and π/2-BPSK using Kaiser window spectrum shaping.

Bandwidth
efficiency
[bits/subcarrier] Modulation Shaping parameter β 0.1%PAPR [dB] Cubic metric [dB]

2 QPSK 2.0 4.8 0.82
2 QPSK 2.5 4.4 0.85
1 π/2-BPSK 2.0 2.8 0.45
1 π/2-BPSK 2.5 2.1 −0.6

Table 5.2. PAPR/CM performance for QPSK and π/2-BPSK using RRC spectrum shaping.

Bandwidth
efficiency
[bits/subcarrier] Modulation RRC roll-off β 0.1 %PAPR [dB] Cubic metric [dB]

2 QPSK 0.0 5.7 1.0
1.67 QPSK 0.2 4.4 0.45
1.333 QPSK 0.5 2.9 0.11
1 π/2-BPSK 0.0 4.5 0.2
0.83 π/2-BPSK 0.2 2.2 −0.32
0.67 π/2-BPSK 0.5 2.0 −0.4

bits per subcarrier for RRC spectrum shaping with roll-off factor β is written as:

BE = log2 (K)

(1 + β)
bits/subcarrier, (5.22)

where K is the modulation order, which is, for example, 2, 4 and 16 for BPSK, QPSK and 16-
QAM modulations respectively. For π/2-BPSK modulation, the best achievable PAPR/CM
performance is 2.0 dB (CM = −0.4 dB) with RRC roll-off of β = 0.5 and 2.1 dB (CM =
−0.6 dB) with a Kaiser shaping parameter of β = 2.5 respectively. Again we note that in this
case, Kaiser window spectrum shaping provides bandwidth efficiency of 1.0 bits/subcarrier
while RRC spectrum shaping with roll-off of β = 0.5 provides a bandwidth efficiency of only
0.66 bits/subcarrier.

Another point worth noting is that for QPSK using RRC spectrum shaping with roll-off
of β = 0.5, both PAPR/CM and bandwidth efficiency are better than π/2-BPSK modula-
tion. QPSK provides a PAPR of 2.9 dB (CM = 0.11 dB) with bandwidth efficiency of 1.33
bits/subcarrier. On the other hand simple π/2-BPSK modulation results in a PAPR of 4.5 dB
(CM = 0.2 dB) and bandwidth efficiency of 1.0 bits/subcarrier. Therefore, it is fair to say
that when spectrum shaping is applied, QPSK can outperform simple π/2-BPSK modulation.
However, if a lower PAPR/CM is the requirement and bandwidth efficiency is not a concern
then π/2-BPSK modulation with spectrum shaping can be employed.

Earlier we noted that RRC spectrum shaping does not cause any inter-symbol interference.
On the other hand, Kaiser window spectrum shaping which is not a Nyquist filter would cause
inter-symbol interference. It is therefore required to assess the impact of spectrum shaping on
link performance. The SNR required for QPSK at 10% packet error rate in an AWGN channel
for RRC and Kaiser window spectrum shaping are given in Table 5.3. We assumed a turbo
coding rate of 1/3, a UE speed of 3 km/h and FFT-precoding size of M = 60. A 10% packet
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Table 5.3. CM and SNR for QPSK.

Spectrum- Roll-off or Cubic metric SNR at 10% Combined
shaping function shaping parameter β (dB) (dB) CM+SNR (dB)

RRC 0.0 1.0 −3.8 −2.8
0.2 0.45 −3.8 −3.35
0.5 0.11 −3.8 −3.69

Kaiser 2.0 0.82 −3.5 −2.68
2.5 0.85 −3.1 −2.25

Table 5.4. SNR and CM for π/2-BPSK.

Spectrum- Roll-off or Cubic metric SNR at 10% Combined
shaping function shaping parameter β (dB) (dB) CM+SNR (dB)

RRC 0.0 0.2 −6.7 −6.5
0.2 −0.32 −6.7 −7.02
0.5 −0.4 −6.7 −7.1

Kaiser 2.0 0.45 −6.65 −6.2
2.5 −0.6 −6.6 −7.2

error rate point is used because this is generally the packet error rate on initial transmission
in the presence of hybrid ARQ. As expected, the performance of RRC spectrum shaping
for different roll-off factors is the same, that is, the required SNR is −3.8 dB in all cases.
However, the performance of Kaiser window spectrum shaping is degraded by 0.3 and 0.7 dB
respectively for β = 2 and β = 2.5 respectively. A larger shaping parameter β = 2.5 leads to
greater performance degradation as the filter becomes narrower as seen from Figure 5.12.

In terms of coverage, the overall performance is determined by both the cubic metric and
the required SNR. A lower cubic metric means a lower back-off for the UE power ampli-
fier and hence a larger effective transmit power improving the transmission range. A lower
required SNR means a lower transmit power is require to guarantee a certain packet error rate
performance. In the last column, we provide combined cubic metric and SNR performance.
We can see that RRC spectrum shaping outperforms Kaiser window spectrum shaping in all
the cases considered for QPSK. We note that QPSK without any spectrum shaping, that is
RRC roll-off of zero, outperforms Kaiser window spectrum shaping by more than 0.1 dB. It
can, therefore, be concluded that Kaiser window spectrum shaping for QPSK should never
be used. On the other hand, RRC based spectrum shaping can provide approximately 1 dB
improvement in range for QPSK by lowering the cubic metric while causing no inter-symbol
interference.

The SNR and CM performance for π/2-BPSK under the same conditions as considered for
QPSK are given in Table 5.4. We note that Kaiser spectrum shaping with a shaping parameter
of β = 2.5 provides the lowest combined cubic metric and SNR metric. The combined cubic
metric for Kaiser spectrum shaping with a shaping parameter of β = 2.5 is 0.1 dB better than
RRC spectrum shaping with roll-off of β = 0.5. Moreover, from Tables 5.1 and 5.2, we know
that the bandwidth efficiency of RRC spectrum shaping with roll-off of β = 0.5 is lower than
Kaiser spectrum shaping. It can therefore be concluded that Kaiser window spectrum shaping
can be useful for π/2-BPSK.
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5.6 Coverage gain due to low signal peakiness

In the discussions until now we have emphasized the importance of transmit power gains of
a few dBs or even gains of a small fraction of a dB. A relevant question to ask here is what
these small gains mean in terms of cellular system range and coverage improvements. In order
to get some insight into range and coverage extension with lower signal peakiness, we start
with propagation analysis in free space. Let PT be the radiated power of a source (an isotropic
radiator), then power flux density at any point on a spherical surface at a point distance d from
the source is:

PD(W/m2) = PT

4πd2
, (5.23)

where 4πd2 is the surface area of a sphere of radius d. If a receiving antenna is placed on a
spherical wavefront, then the received power can be written as:

PR = PT AR

4πd2
, (5.24)

where AR is the effective aperture of the receiving antenna. The gain of the transmitter antenna
related to an isotropic radiator is given as:

GT = 4πAT

λ2
, (5.25)

where λ is the wavelength of the radiation and AT is the effective aperture of the transmitting
antenna. The received power then can be written as:

PR = PT
4πAT

λ2

AR

4πd2
= PT

4πAT

λ2

4πAR

λ2

(
λ

4πd

)2

= PT GT GR

(
λ

4πd

)2

, (5.26)

where GT is the transmitter antenna gain and GR is the receiver antenna gain. The total
path-loss in free space can then be written as:

PLFS = 10 log10

(
PT

PR

)

= 20 log10

(
4πd

λ

)
− 10 log10 GT − 10 log10 GR [dB]. (5.27)

The above equation can further be simplified as:

PLFS = 32.44 + 20 log10 (d)+ 20 log10 ( f )− 10 log10 GT − 10 log10 GR [dB], (5.28)

where d is in meters and f is in GHz. The fixed term 32.44 dB represents the free space path-
loss at a distance of 1 meter from a transmitter radiating at 1 GHz frequency. It can be noted
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Figure 5.15. Direct and reflected path off a ground plane.

that with every doubling of the distance, the path-loss is increased by 20 log10 (2) = 6 dB.
This also means that with every 6.0 dB additional gain available, for example, via increased
transmit power the communication range in free space is doubled.

In cellular systems, the received power at the UE (downlink) or the Node-B (uplink) as a
function of distance between the Node-B and the UE, d decreases more than in free space.
This is particularly true when the distance d is sufficiently large so that the difference between
the direct path length d1 and the reflected path length d2 as shown in Figure 5.15 becomes
comparable to the signal wavelength λ. Under this condition, the direct path wave and the
reflected path wave start to cancel each other out because the sign of the reflected wave electric
field is reversed [4]. The electric wave power at the receiver is then attenuated as 1/d4 rather
than 1/d2 experienced in free space. The power attenuation factor is generally referred to as
the path-loss exponent denoted as α. The received power PR is then

PR ∝
(

1

d

)α
. (5.29)

In cellular systems modeling, the pathloss exponent α is assumed to be between 2 and 4
depending upon the wireless channel environment. For example, in the COST231 Hata urban
propagation model [5], which is widely used in cellular systems performance evaluation, the
path-loss exponent is assumed as α = 3.5.

Let us now turn our attention to the range and coverage improvements due to power gains
achieved through low signal-peakiness. The incremental range extension�R by a power gain
of gP dBs for a pathloss exponent α can be written as:

�R =
(

d1 − d0

d0

)
=

10

(gP

10

)


1

α
− 1, (5.30)

where d0 is the original range and d1 is the range with power gain of gP dBs as shown in
Figure 5.16. We note from Equation (5.30) that for the same power gain, the incremental
range extension is larger for smaller path loss exponent α. Now assuming a circular-shape
omni-cell, the gain in coverage area �A can be calculated as:

�A = A1 − A0

A0
= πd2

1 − πd2
0

πd2
0

= π

([
d1

d0

]2

− 1

)
. (5.31)

We note that the incremental gains in area are much larger as doubling of the range, for
example, provides a 3π times gain in coverage area. We note from Figure 5.16 that the
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incremental coverage area gains in a sectorized system will be of the same order as the gains
in an omni-cell.

We plot range extension and coverage area gains as a function of the transmit power gain
gP in Figures 5.17 and 5.18 respectively. We note that a transmit power gain of, for example,
2.5 dB can extend the communication range by 15 to over 20% for a path-loss exponent α in
the range of 3 to 4. The gains in coverage area for a path-loss exponent α in the range of 3–4
are between 100 and 150%. Note that a coverage area gain of 100% means that only half the
number of Node-Bs would be required to cover a geographical area resulting in large savings
in system deployment cost. We remark that a single dB power gain can provide coverage area
gains of 40–50%.
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We should, however, note that transmit power gain is important for increasing the coverage
for a certain data rate. A larger power gain for a UE can provide higher data rates at a certain
distance from the Node-B. If the system is interference limited and the goal is to improve the
overall system capacity in a geographical area, a larger number of Node-Bs would be required.

5.7 Summary

We noted that reducing uplink signal peakiness by a few dBs could result in huge improve-
ments in coverage area and range. In particular, a 2.5 dB reduction in signal peakiness due
to SC-FDMA relative to OFDM approximately doubles the coverage area. This means huge
savings in deployment cost as SC-FDMA would require half the number of Node-Bs to cover
a geographical area as that required by OFDM. However, this comparison only holds for cov-
erage limited situations in, for example, rural areas. In interference-limited situations, UEs
do not need to transmit at peak power and hence the benefit of SC-FDMA would not be
apparent. Also, to provide higher system capacity in a geographical area, a larger number of
Node-Bs would be required. The signal peakiness benefit of SC-FDMA goes down as higher
order modulations such as 16-QAM and 64-QAM are used. In case of 16-QAM, SC-FDMA
provides approximately 1.8 dB lower signal peakiness than OFDM.

The signal peakiness of localized SC-FDMA increases when the FFT-precoded data sym-
bols are mapped to non-contiguous subcarrier groups. The larger the number of groups of
subcarriers the transmission is mapped to, the larger the increase in signal peakiness. It is
therefore required that FFT-precoded symbols are mapped to a contiguous set of subcarriers
to keep the low-signal-peakiness single-carrier property of SC-FDMA. This introduces an
undesirable restriction in resource allocation limiting the flexibility in uplink scheduling.

We also discussed additional techniques that can further reduce peakiness of single-carrier
transmission. This includes π/M -shifted MPSK modulations particularly π/2-shifted BPSK
and frequency-domain spectrum shaping. We remarked that π/2-shifted BPSK could further
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reduce signal peakiness by approximately 1 dB. The bandwidth efficiency of π/2-shifted
BPSK, however, is only half the bandwidth efficiency of QPSK. In fact, using spectrum
shaping for QPSK can provide lower signal peakiness and higher bandwidth efficiency than
π/2-shifted BPSK. However, in extreme coverage limited situations where bandwidth effi-
ciency is not a concern,π/2-shifted BPSK with spectrum shaping can be used to further reduce
SC-FDMAsignal peakiness. The total transmit power gain due toπ/2-shifted BPSK and spec-
trum shaping relative to SC-FDMA using QPSK is approximately 1.5 dB. We noted that root
raised cosine (RRC) spectrum shaping can be beneficial for QPSK while Kaiser window
spectrum shaping does not provide any gain for QPSK. The RRC spectrum shaping does not
cause any inter-symbol interference. However, a drawback of RRC spectrum shaping is that
it results in bandwidth expansion. On the other hand, Kaiser window spectrum-shaping does
not result in bandwidth expansion but causes inter-symbol interference degrading link per-
formance. When the bandwidth expansion for RRC and inter-symbol interference for Kaiser
window spectrum shaping are taken into account, it turns out that RRC provides overall best
performance for QPSK modulation while Kaiser window has a slight advantage over RRC for
π/2-shifted BPSK. However, implementing two spectrum-shaping functions would also mean
additional complexity in both the transmitter and the receiver. If a single spectrum-shaping
function is desired for both QPSK and π/2-shifted BPSK then RRC spectrum shaping seems
the appropriate candidate.

Another aspect that was not considered until now is regulatory requirements on maximum
UE transmit power. It turns out that if SC-FDMA uses a WCDMA HSPA power amplifier,
transmission using QPSK without spectrum shaping can achieve the maximum specified
transmit power of 24 dBm. This means that the additional signal peakiness reduction due to
π/2-shifted BPSK or spectrum shaping would not allow increasing transmit power beyond
24 dBm. This means that π/2-shifted BPSK and spectrum shaping would not help improve
coverage beyond what is already achievable with SC-FDMA using QPSK. However, it can
be argued that signal peakiness reduction using π/2-shifted BPSK or spectrum shaping can
help reduce UE battery power consumption while allowing maximum transmit power of
24 dBm. Also, the LTE system can use a lower rating power amplifier than the WCDMA
HSPA system again reducing UE battery power consumption and also cost. These arguments
were not convincing enough and hence π/2-shifted BPSK and spectrum shaping were not
included in the LTE standard specifications. However, it was understood that if, in the future,
maximum specified transmit power limit can be increased beyond 24 dBm, techniques such
as π/2-shifted BPSK and spectrum shaping can be useful to improve cell range and coverage.
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6 Transmit diversity

The LTE system design goal is optimization for low mobile speeds ranging from stationary
users to up to 15 km/h mobile speeds. At these low speeds, eNode-B can exploit multi-
user diversity gains by employing channel sensitive scheduling. For downlink transmissions,
UEs feed back downlink channel quality information back to the eNode-B. Using a channel
quality sensitive scheduler such as proportional fair scheduler, eNode-B can serve a UE on
time-frequency resources where it is experiencing the best conditions. It is well known that
when multi-user diversity can be exploited, use of other forms of diversity such as transmit
diversity degrades performance. This is because multi-user diversity relies on large vari-
ations in channel conditions while the transmit diversity tries to average out the channel
variations.

The LTE system is also required to support speeds ranging from 15–120 km/h with high
performance. Actually, the system requirements state mobility support up to 350 km/h or
even up to 500 km/h. At high UE speeds, the channel quality feedback becomes unreliable
due to feedback delays. When reliable channel quality estimates are not available at eNode-B,
channel-sensitive scheduling becomes infeasible. Under these conditions, it is desired to aver-
age out the channel variations by all possible means. Moreover, the channel sensitive scheduler
has to wait for the right (good) channel conditions when a UE can be scheduled. This intro-
duces delays in packet transmissions. For delay-sensitive traffic such as VoIP application,
channel-sensitive scheduling cannot be used under most conditions. In this case, it is also
desired to average out the channel variations even for low speed UEs using a delay sensitive
service.

Various sources of diversity can be used in an OFDM system. This includes time-diversity,
frequency diversity, receive diversity and transmit diversity. In general, with very short trans-
mission time of 1 ms subframe in the LTE system, there is not much time-diversity available
(except for the case of very high UE speeds). For example, the coherence time at a UE speed of
120 km/h (v = 120 km/h) and carrier frequency of 2 GHz (f = 2 GHz) is c/ (4 f v) = 1.1 ms.
The time diversity can, however, be exploited in the LTE system by using hybrid ARQ where
retransmissions are spaced approximately 8 ms apart at the expense of additional transmission
delay.

The frequency diversity in the LTE system can be exploited by scheduling transmissions
over distributed resources. In the uplink slot-level (0.5 ms half subframe), hopping where the
transmission is hopped at two frequencies within a 1 ms subframe is used. The LTE system
also requires support for receive diversity with at least two receive antennas.

The transmit diversity provides another additional source of diversity for averaging out
the channel variation either for operation at higher UE speeds or for delay sensitive ser-
vices at both low and high UE speeds. In the standardization phase various types of transmit
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diversity schemes were discussed and evaluated for both two transmit antennas and four
transmit antennas cases. In the first part of this chapter, we study the details of these various
schemes. In the second part, we will elaborate on the transmit diversity scheme used in the
LTE system.

6.1 Transmit diversity schemes

6.1.1 Cyclic delay diversity (CDD)

In the cyclic delay diversity (CDD) scheme when applied to an OFDM system, delayed
versions of the same OFDM symbol are transmitted from multiple antennas as shown in
Figure 6.1 where we assumed a case of four transmit antennas. Let x0, x1, . . . , x(N−1) be the
sequence of modulation symbols at the input of IFFT, then the sequence of samples at the
output of the IFFT z0, z1, . . . , z(N−1) is written as:

zn = 1

N

(N−1)∑
k=0

xke j2π kn
N n = 0, 1, . . . , (N − 1). (6.1)

The sequence of samples at the output of the IFFT z0, z1, . . . , z(N−1) is cyclically shifted
before transmission from different antennas. In the example of Figure 6.1, we assume a cyclic
delay of 0, 1, 2 and 3 samples from transmission on antenna 0, 1, 2 and 3 respectively. It should
be noted that cyclic delay is applied before adding the cyclic prefix (CP) and, therefore, there
is no impact on multi-path robustness of the transmitted signal.

A cyclic delay diversity scheme can be implemented in the frequency domain with a phase
shift of ejϕpk applied to OFDM subcarrier k transmitted from the pth transmit antenna. The
angle ϕp for the pth transmit antenna is given as:

ϕp = 2π

N
Dp, (6.2)

where Dp is the cyclic delay in samples applied from the pth transmitting antenna.
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Figure 6.1. Cyclic Delay Diversity (CDD) scheme.
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When implemented in the frequency domain, the CDD can be seen as precoding the trans-
mitted modulation symbols with a diagonal matrix as given below for the case of four transmit
antennas.



y0
k

y1
k

y2
k

y3
k


 = 1√

4




1 0 0 0

0 e jφ1k 0 0

0 0 e jφ2k 0

0 0 0 e jφ3k


×




xk

xk

xk

xk


 =




xk

xke jφ1k

xke jφ2k

xke jφ3k




k = 0, 1, . . . , (N − 1), (6.3)

where xk represents the modulation symbol to be transmitted at the kth subcarrier and yp
k rep-

resents the phase shifted modulation symbol transmitted from antenna p on the kth subcarrier.
The CDD transmission in the frequency-domain using precoding is pictorially depicted in
Figure 6.2.

Let Hp (k) represent the channel gain on antenna p and the kth subcarrier, then the composite
channel gain Hc (k) experienced by a modulation symbol transmitted on the kth subcarrier is
given as:

Hc(k) = H0 (k)+ H1 (k) · e jφ1k + · · · + Hp (k) · e jφpk . (6.4)

The channel gain power
∣∣Hp (k)

∣∣2 is plotted in Figures 6.3 and 6.4 for the cases of two
and four antennas respectively. In Figure 6.3, we assumed delay values of 0 and 4 samples
from the second antenna. We note that the larger the delay, the larger the frequency selectivity
introduced over the transmitted bandwidth.As can be noted, a delay sample value of one results
in one cycle over the total bandwidth while a delay sample of four results in four cycles. We
note that two antennas CDD results in peaks of up to 3 dB relative to a flat-fading case when the
signals transmitted from the two antennas combine coherently. The results for four antennas
CDD in Figure 6.4 show peaks of up to 6 dB when the signals from the four antennas are
combined coherently. However, the peaks in the case of 4 antennas are narrower relative to
the case of two antennas CDD. This is because when looking at the whole bandwidth, CDD,
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Figure 6.2. Frequency-domain implementation of cyclic delay diversity (CDD) scheme.
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Figure 6.3. CDD power spectral density for 2-antenna case.
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Figure 6.4. CDD power spectral density for 4-antenna case.

does not change the average received signal power, it only provides different channel gains for
symbols transmitted on different subcarriers. Note that we assumed that the received power
from each of the transmit antennas is equal.

Let us now see how CDD provides diversity gain by considering the case of two transmit
antennas where the received power levels from the two antennas are different due to fading.
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We plot the CDD composite channel power gains for the case where signal power from the
second transmit antenna is 6 dB below the signal power from the first transmit antennas. We
also assume that for open-loop transmit diversity the transmitter has no knowledge of the
channel gains experienced by the receiver. In the absence of CDD, the transmitter has two
choices. The first choice is to transmit the signal from a single antenna. In this case if the signal
is transmitted from the first antenna, the received data packet would experience a better SNR
than if it was transmitted from the second antenna. However, if the data packet is transmitted
from the second antenna, the transmission may not be recovered because the received power
gain on the second antenna is −6 dB below the first antenna. The second choice can be to
transmit the signal from both the antennas without using CDD, that is transmitting the signal
without introducing any phase shifts from the second antenna. In this case, the best scenario
could be that the two signals add up in-phase with 0 degrees phase difference between the
channel gains from the two antennas. This will result in a received power gain of 0.5 dB
relative to the first antenna.

|Hc(k)|2 = |H0 (k)+ H1 (k)|2 =
(

1√
2

(
1 + 1√

4

))2

= 1.125 = 0.5 dB. (6.5)

However, if the signals add up out of phase with a π radian phase difference between the
channel gains from the two antennas, the received power is only −9 dB.

|Hc(k)|2 = |H0 (k)+ H1 (k)|2 =
(

1√
2

(
1 − 1√

4

))2

= 0.125 = −9.0 dB. (6.6)

We note that this scheme increases the received power gain variations relative to the case
when a single antenna is used for transmission where worst-case power gain is only −6 dB.

Note that we assumed a frequency-flat fading channel Hp (k) = Hp. We also remark that
when multiple frequency-flat fading channel gains Hp are added, the resulting channel Hc

is also flat. Therefore, transmitting a signal from a single transmit antenna or two transmit
antennas (without frequency-specific phase applied) provides no transmit diversity. In fact,
we noted that the performance can be worse when the signal is transmitted from multiple
antennas compared to the case where the signal is transmitted from a single transmit antenna.

Now let us turn our attention to CDD where frequency-dependent phase shift is applied
to the transmitted signal from the second transmit antenna. The resulting composite chan-
nel gain Hc (k) experienced by a modulation symbol transmitted on the kth subcarrier is
given as

Hc(k) = H0 (k)+ H1 (k) · e jφ1k . (6.7)

We note that for a few subcarriers, the signals add in-phase providing power gain of 0.5 dB
while for another few subcarriers, the signals add out-of-phase resulting in power gain of
−9.0 dB. The majority of the subcarriers experience a power gain between 0.5 and −9.0 dB.
For example, for the subcarrier with index 256 in the case of (0, 1) delay, the phase applied at
the second transmit antenna is π/2 radians:

ϕ1 (256) = 2π × 256

1024
= π

2
radians. (6.8)
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The received power gain on a subcarrier with index 256 is then given as:

|Hc(k)|2 = |H0 (k)+ jH1 (k)|2 =
(

1√
2

(
1 + j

1√
4

))2

= 0.625 = −2.04 dB. (6.9)

The composite channel power gain |Hc (k)|2 is plotted in Figure 6.5 for the case of (0, 1)
and (0, 4) delay. The mean power gain across all the subcarriers can be written as:

E
{|Hc(k)|2

} = 1

N

N∑
k=0

|Hc(k)|2 =
(

1 + 0.25

2

)
= 0.625 = −2.04 dB. (6.10)

Note that this is simply the average of the power gains from the two transmit antennas.
Therefore, we can say that CDD provides an average of the power gains from the transmit
antennas and thus provides transmit diversity.

With the assumption of a flat-fading channel, the channel appears as AWGN for a given
transmission in a frequency that is the power gains for all the subcarriers and hence the
modulation symbols transmitted on these subcarriers are the same. The introduction of CDD
creates fading in the frequency-domain, which results in capacity loss as indicated by Jensen’s
inequality, which states that if f is a strictly concave function then E [ f (x)] ≤ f (E [x]):

E
[
log2

(
1 + |Hc(k)|2

)] ≤ log2

(
1 + E

[|Hc(k)|2
])

. (6.11)
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In the example we are considering, the two quantities in the above inequality are:

E
[
log2

(
1 + |Hc(k)|2

)] = 1

N

(N−1)∑
k=0

log2

(
1 + |Hc(k)|2

) = 0.67b/s/Hz (6.12)

log2

(
1 + E

[|Hc(k)|2
]) = log2 (1 + 0.625) = 0.7b/s/Hz. (6.13)

In this case, the capacity loss due to CDD of only 0.03b/s/Hz appears rather small. This
is because we are considering a low SNR case where average power levels from the first
and second antennas are 0.0 dB and −6 dB respectively with average power level across both
antennas of −2.0 dB. At low SNR, the capacity scales approximately linearly with SNR as
given by:

C = E
[
log2

(
1 + |Hc(k)|2 SNR

)] ≈ E
[|Hc(k)|2 SNR

]
log2 = SNR × log2 e. (6.14)

This means that at low SNR, capacity is not a concave function of SNR and hence there is
no capacity penalty due to CDD:

C = E
[
log2

(
1 + |Hc(k)|2 SNR

)]
. (6.15)

At very high SNR, |Hc(k)|2 SNR >> 1 and the above equation can be simplified as:

C = C ≈ E
[
log2

(
SNR × |Hc(k)|2

)] = log2 SNR + E
[
log2

(|Hc(k)|2
)]

, (6.16)

where E
[
log2

(|Hc(k)|2
)]

represents the penalty due to CDD at high SNR.
Another issue with CDD-based transmit diversity is symbol puncturing in the correlated

antennas case. We demonstrate this effect by considering a case of two perfectly correlated
transmit antennas. Also, we assume that the delay applied to the signals transmitted from the
second transmit antenna is N/2 samples. This results in ϕ1 phase of π radians as below:

ϕ1 = 2π

N
D1 = 2π

N

(
N

2

)
= π . (6.17)

Now for the case of perfectly correlated antennas we assume H0 (k) = H1 (k). The
composite channel power gain can then be written as:

|Hc(k)|2 =
∣∣∣∣ 1√

2

(
H0 (k)+ H1 (k) · e jφ1k

)∣∣∣∣2 =
∣∣∣∣H0 (k)√

2

[
1 + (−1)k

]∣∣∣∣2 . (6.18)

We note that the signal is completely erased for odd subcarriers (k = 1, 2, 3, . . .). This will
result in puncturing of the transmitted codeword symbols resulting in coding loss. We also
note that there is no energy loss because, for even subcarriers, the received signals combine
coherently providing a 3 dB power gain.

In order to overcome the puncturing effect, CDD can be precoded using, for example, a
unitary matrix such as a DFT-matrix. The precoded-CDD precoder combines CDD-delay-
based phase shifts with the Fourier-based precoding as below for the case of two transmit



6.1 Transmit diversity schemes 117

antennas:

C2×2 = D2×2 × W2×2 = 1√
2


 1 0

0 e jϕ1k


×


 1 1

1 −1




= 1√
2


 1 1

e jφ1k −e jφ1k


 . (6.19)

Let x1 (k) represent the modulation symbol to be transmitted on the k subcarrier, the signals
transmitted from the two physical antennas, y1 (k) and y2 (k) are given as below:


 y0 (k)

y1 (k)


 = 1√

2


 1 e jφ1k

1 −e jφ1k


×


 x (k)

x (k)


 = 1√

2


 x (k)

(
1 + e jφ1k

)
x (k)

(
1 − e jφ1k

)

 . (6.20)

The composite channel power gain for the precoded-CDD on the kth subcarrier can be
written as:

|Hc (k)|2 =
∣∣∣∣ (H0 (k)+ H1 (k))

2
+ (H0 (k)− H1 (k))

2
e jφ1k

∣∣∣∣2 . (6.21)

For the case of H0 (k) = H1 (k), the composite channel gain is simply:

|Hc (k)|2 = |H0 (k)|2 . (6.22)

The power gains from the first transmit antenna
∣∣H0 (k)

(
1 + e jφ1k

)∣∣2 and from the second

transmit antenna
∣∣H1 (k)

(
1 − e jφ1k

)∣∣2 and the composite channel gain |Hc (k)|2 are plotted
in Figure 6.6 for the case of H0 (k) = H1 (k). We assumed a frequency-flat channel, which
means that H0 (k) and H1 (k) are not functions of the subcarrier index. This results in a constant
composite channel gain as indicated by Equation (6.22). It should be noted that the receiver
only sees the composite channel gain because the transmitted signals from the two transmit
antennas get combined in the air. These three channel gains for the case when the second
transmit antenna average power is 6 dB below the first antenna are shown in Figure 6.7. In
comparing the plots in Figures 6.6 and 6.7 with the plots in Figures 6.3 and 6.5, we note that
precoded CDD results in fewer variations in channel gains than the simple CDD scheme. In
fact from Figure 6.6, we note that for the case of correlated antennas exhibiting frequency-flat
fading, the precoded CDD composite channel is also a frequency-flat fading channel. In case
of perfectly correlated antenna, there is no diversity to be gained. We noted from Figure 6.3
that the simple CDD scheme could create artificial frequency selectivity even in this case
resulting in channel capacity loss. However, in the same case, precoded-CDD does not incur
any channel capacity penalty.

Now let us again consider the example that we used to show the puncturing effect with φ1

phase of π radians. In this case, the above equation can be written as:

[
y0 (k)

y1 (k)

]
=

 x (k)

(
1 + e jφ1k

)
x (k)

(
1 − e jφ1k

)

 =


 x (k)

(
1 + (−1)k

)
x (k)

(
1 − (−1)k

)

 . (6.23)
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Figure 6.6. Precoded-CDD power spectral density for 2-antennas.

3

2

1

0

–1

–2

–3

–4

–5

–6

–7

–8
0 200

P
o

w
er

 [
d

B
]

400 600 800

First antenna gain
Second antenna gain
Composite gain

1000
Subcarrier index

Figure 6.7. Precoded-CDD power spectral density for the 2-antenna case with the second antenna
power 6 dB below the first antenna power.

Let us now see what happens for the case of even and odd subcarriers:[
y0 (k)
y1 (k)

]
=
[

x (k)
0

]
k = 0, 2, 4, . . .[

y0 (k)
y1 (k)

]
=
[

0
x (k)

]
k = 1, 3, 5, . . .

(6.24)
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We note that for the case of even subcarriers, the modulation symbols are transmitted
from the first antenna only while for the case of odd subcarriers, the modulation symbols are
transmitted from the second antenna only as shown in Figure 6.8. We also note that there is
no puncturing of modulation symbols happening when the two transmit antennas are corre-
lated, that is H0 (k) = H1 (k). In this case, the symbol transmitted over the kth subcarrier,
x (k), experiences a channel gain of H0 (k). This scheme described by Equation (6.24) effec-
tively becomes the Frequency Shift Transmit Diversity (FSTD) scheme discussed in the next
section.

Let us now consider the precoded-CDD scheme for the case of four transmit antennas. We
will use a 4 × 4 DFT matrix for CDD precoding:

W4×4 = 1√
4




1 1 1 1
1 e jπ/2 e jπ e j3π/2

1 e jπ e j2π e j3π

1 e j3π/2 e j3π e j9π/2


 = 1√

4




1 1 1 1
1 j −1 −j
1 −1 1 −1
1 −j −1 j


 . (6.25)

The composite CDD precoder can then be written as:

C4×4 = W4×4 × D4×4 = W4×4 ×




1 0 0 0

0 e jφ1k 0 0

0 0 e jφ2k 0

0 0 0 e jφ3k


 (6.26)

= 1√
4




1 e jφ1k e jφ2k e jφ3k

1 je jφ1k −e jφ2k −je jφ3k

1 −e jφ1k e jφ2k −e jφ3k

1 −je jφ1k −e jφ2k je jφ3k



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Figure 6.8. Precoded-CDD mapping for the case of ϕ1 = π .
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


y0 (k)

y1 (k)

y2 (k)

y3 (k)


 = C4×4 ×




x (k)

x (k)

x (k)

x (k)


 =




(
1 + e jφ1k + e jφ2k + e jφ3k

)
x (k)(

1 + je jφ1k − e jφ2k − je jφ3k
)

x (k)(
1 − e jφ1k + e jφ2k − e jφ3k

)
x (k)(

1 − je jφ1k − e jφ2k + je jφ3k
)

x (k)


 . (6.27)

Let us assume the following case where:

ϕ1 = π ϕ2 = 2ϕ1 ϕ3 = 3ϕ1. (6.28)

Then for various values of the subcarrier index k , Equation (6.27) can be expressed as:

k = 0, 4, . . . k = 1, 5, . . . k = 2, 6, . . . k = 3, 7, . . .

[6pt]




y0 (k)

y1 (k)

y2 (k)

y3 (k)


 =




x (k)

0

0

0







0

x (k)

0

0







0

0

x (k)

0







0

0

0

x (k)


. (6.29)

We note that in a given subcarrier, a single modulation symbol is transmitted from a single
transmit antenna. Therefore, we note that in this special case, precoded-CDD scheme reduces
to an FSTD scheme.

6.1.2 Frequency shift transmit diversity

In the frequency shift transmit diversity scheme, a given modulation symbol is transmitted on
a single antenna in a given subcarrier. Let yp (k) represent the signal transmitted from the pth
antenna on the kth subcarrier, then the transmit matrix for FSTD can be written as:


y0 (4i) y0 (4i + 1) y0 (4i + 2) y0 (4i + 3)
y1 (4i) y1 (4i + 1) y1 (4i + 2) y1 (4i + 3)
y2 (4i) y2 (4i + 1) y2 (4i + 2) y2 (4i + 3)
y3 (4i) y3 (4i + 1) y3 (4i + 2) y3 (4i + 3)




=




x (4i) 0 0 0

0 x (4i + 1) 0 0

0 0 x (4i + 2) 0

0 0 0 x (4i + 3)


 , (6.30)

where i = 0, 1, 2, . . .
Let us consider the case for i = 0:


y0 (0) y0 (1) y0 (2) y0 (3)

y1 (0) y1 (1) y1 (2) y1 (3)

y2 (0) y2 (1) y2 (2) y2 (3)

y3 (0) y3 (1) y3 (2) y3 (3)


 =




x (0) 0 0 0

0 x (1) 0 0

0 0 x (2) 0

0 0 0 x (3)


 . (6.31)
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Figure 6.9. Frequency shift transmit diversity scheme for four transmit antennas.
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We note that a single antenna transmits in a given subcarrier as is also shown in Figure 6.9.
We also remark that since each antenna transmits on 1/4 of the subcarriers, the power on each
transmitted subcarrier is 6 dB higher than the case if the antenna was transmitting over all the
subcarriers. This is pictorially shown in Figure 6.10 for the case of four antennas and 8 subcar-
riers. We assumed a 3 dB uniform power spectral density per antenna when transmitting over
the whole bandwidth. The power spectral density per antenna on the transmitted subcarriers
in case of FSTD is 6 dB higher than in the uniform PSD case. We also note that each antenna
is able to transmit at full power across multiple subcarriers, that is, transmitting at 6 dB higher
power on 1/4 of the subcarriers.
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6.1.3 Time shift transmit diversity

The time shift transmit diversity (TSTD) scheme is similar to the FSTD scheme with the
difference that switching now happens in time. Let yp (n) represent the signal transmitted
from the pth antenna on the nth slot or OFDM symbol, then the transmit matrix for TSTD can
be written as: 



y0 (4i) y0 (4i + 1) y0 (4i + 2) y0 (4i + 3)

y1 (4i) y1 (4i + 1) y1 (4i + 2) y1 (4i + 3)

y2 (4i) y2 (4i + 1) y2 (4i + 2) y2 (4i + 3)

y3 (4i) y3 (4i + 1) y3 (4i + 2) y3 (4i + 3)




=




x (4i) 0 0 0

0 x (4i + 1) 0 0

0 0 x (4i + 2) 0

0 0 0 x (4i + 3)


 , (6.32)

where i = 0, 1, 2, . . .
Let us consider the case for i = 0:


y0 (0) y0 (1) y0 (2) y0 (3)

y1 (0) y1 (1) y1 (2) y1 (3)

y2 (0) y2 (1) y2 (2) y2 (3)

y3 (0) y3 (1) y3 (2) y3 (3)


 =




x (0) 0 0 0

0 x (1) 0 0

0 0 x (2) 0

0 0 0 x (3)


 . (6.33)

We note that signal is transmitted from a single transmit antenna at a given time. However,
we also note that now the trasmission happens on all the subcarriers in a given time slot.
Therefore, the power spectral density on the trammitted subcarriers is the same as the uniform
PSD reference case. However, with TSTD, only a single antenna can transmit at a given time.
Therefore, the TSTD scheme results in 6 dB power loss compared to the reference case as is
illustraed in Figure 6.10. Note that power can be shifted in frequency by increasing PSD on
certain parts of the band while reducing PSD on certain other parts of the band. However,
assuming a maximum transmit power limitation per antenna, power cannot be shifted in time
from one slot to the other.

6.1.4 Precoding vector switching

In order to overcome the power loss problem of TSTD, the switching in time can be performed
across virtual antenna created by precoding rather than by the physical antennas. The resulting
scheme is referred to as precoding vector switching (PVS). Let us consider a set of four
virtual antennas created by using a 4 × 4 DFT precoding matrix. Each column of the matrix
forms a virtual antenna. The elements of the columns refer to scaling applied to the signal
transmitted from the four physical antennas. For example if symbol x (1) is transmitted from
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virtual antenna 1 (VA1), then the symbols transmitted from the four physical antennas are
x (1), jx (1), −x (1), jx (1) respectively:

VA0 VA1 VA2 VA3


1
1
1
1







1
j

−1
j







1
−1
1

−1







1
−j
−1
j


 .

(6.34)

Let yp (n) represent the signal transmitted from the pth antenna on the nth slot or OFDM
symbol, then the transmit matrix for PVS can be written as:




y0 (4i) y0 (4i + 1) y0 (4i + 2) y0 (4i + 3)

y1 (4i) y1 (4i + 1) y1 (4i + 2) y1 (4i + 3)

y2 (4i) y2 (4i + 1) y2 (4i + 2) y2 (4i + 3)

y3 (4i) y3 (4i + 1) y3 (4i + 2) y3 (4i + 3)




=




x (4i) x (4i + 1) x (4i + 2) x (4i + 3)

x (4i) jx (4i + 1) −x (4i + 2) jx (4i + 3)

x (4i) −x (4i + 1) x (4i + 2) −x (4i + 3)

x (4i) jx (4i + 1) −x (4i + 2) jx (4i + 3)


 ,

(6.35)

where i = 0, 1, 2, . . .
We note that there are no zero elements in the transmission matrix for PVS. This means

that the signal is transmitted from all the antennas in all the time slots. Let us consider the
case for i = 0:




y0 (0) y0 (1) y0 (2) y0 (3)

y1 (0) y1 (1) y1 (2) y1 (3)

y2 (0) y2 (1) y2 (2) y2 (3)

y3 (0) y3 (1) y3 (2) y3 (3)


 =




x (0) x (1) x (2) x (3)

x (0) jx (1) −x (2) jx (3)

x (0) −x (1) x (2) −x (3)

x (0) jx (1) −x (2) jx (3)


 . (6.36)

We note that a given symbol is transmitted from a single virtual antenna in a given time
slot. However, similarly to the case of FSTD, the power on each virtual antenna can now
be 6 dB higher. Figure 6.10 shows power transmitted on each virtual antenna for the case of
PVS. In terms of power transmitted from the physical antennas, PVS power spectral density
is uniform across space (antenna) and time.

Let hp (k) represent the channel gain on physical antenna p and kth subcarrier, then the
composite channel gain hcv (k)on the vth virtual antenna as experienced by a modulation
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symbol transmitted on the kth subcarrier is given as:

VA0 hc0 (k) = h0 (k)+ h1 (k)+ h2 (k)+ h3 (k)
VA1 hc1 (k) = h0 (k) jh1 (k)− h2 (k)+ jh3 (k)
VA2 hc2 (k) = h0 (k)− h1 (k)+ h2 (k)− h3 (k)
VA3 hc3 (k) = h0 (k)+ jh1 (k)− h2 (k)+ jh3 (k). (6.37)

We note that the composite channel gains are different for different virtual antennas and
switching on these virtual antennas for different modulation symbols can provide transmit
diversity. However, one drawback of the PVS scheme is that some of the modulation symbols
can be completely punctured if the phases from different physical antennas add destructively.
For example, the composite channel gain on VA2 hc2 (k) can be completely nulled out if the
transmissions from the four antennas are correlated and in phase.

6.1.5 Block-codes-based transmit diversity

An example of a two transmit antennas block-code space-time diversity scheme is the Alam-
outi code [1]. In this approach during any symbol period, two data symbols are transmitted
simultaneously from the two transmit antennas. Suppose during the first symbol period t0,
the symbols transmitted from antenna 0 and 1 are denoted as x (0) and x (1) respectively
as shown in Figure 6.11. During the next symbol period t1, the symbols transmitted from
antennas 0 and 1 are −x (1)∗ and x (0)∗, where x∗ represents the complex conjugate of x. The
Alamouti scheme can also be implemented in a space-frequency coded form. In this case, the
two symbols are sent on two different frequencies, for example, on different subcarriers in an
Orthogonal Frequency Division Multiplexing (OFDM) system as shown in Figure 6.11.

Let yp (k) represent the signal transmitted from the pth antenna on the kth subcarrier, then:

[
y0 (0) y0 (1)
y1 (0) y1 (1)

]
=
[

x (0) −x (1)∗
x (1) x (0)∗

]
. (6.38)

In case of STBC, the subcarrier indices are replaced by the time indices. In an OFDM
system, the time index is the same as the OFDM symbol index.Afundamental requirement for
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Figure 6.11. STBC and SFBC transmit diversity schemes for 2-Tx antennas.
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block-codes-based transmit diversity schemes is that the channel needs to be constant over the
pair of modulation symbols transmission. This means a constant channel over two adjacent
OFDM symbols or subcarriers for the STBC and SFBC schemes respectively. Depending
upon the channel scenario, one scheme can be shown outperforming the other scheme. For
example, in a relatively frequency-flat fading channel for a very-high-speed UE, it can be
shown that the SFBC scheme outperforms the STBC scheme. On the other hand, over a
highly dispersive channel for a slow moving UE, the STBC scheme outperforms the SFBC
scheme. Under typical channel conditions experienced in mobile environments, both schemes
perform similarly. Another important consideration is that both the STBC and SFBC schemes
require an even number of OFDM symbols or subcarriers respectively for pairing of the
modulation symbols. In a mobile OFDM system, the number of OFDM symbols within
a subframe is generally much smaller than the number of OFDM subcarriers. In the LTE
system, the maximum number of OFDM symbols within a subframe is 14 while the number
of subcarriers varies from a minimum of 72 to over 1200. It is, therefore, much easier to
pair subcarriers together than the OFDM symbols. This is particularly true for the LTE system
where the time-multiplexed control information uses a dynamically varying number of OFDM
symbols between 1 and 3, thus sometimes leaving an odd number of OFDM symbols for data
transmission.This condition favors the SFBC scheme over the STBC scheme.We will consider
only the SFBC-based transmit diversity scheme in our further discussions.

Let us now see how the original symbols x (0) and x (1) can be recovered with some
processing at the receiver. Let r0 and r1 denote the received signal in subcarrier f0 and subcarrier
f1 respectively for the case of SFBC. These two received signals can be written as:

r0 = h0x (0)+ h1x (1)+ n0

r1 = −h0x (1)∗ + h1x (0)∗ + n1, (6.39)

where n0 and n1 represent the additive white Gaussian noise (AWGN) in subcarrier f0 and
subcarrier f1 respectively. Also h0 and h1 are the channel gains on antenna 0 and antenna 1
respectively. We assume that the channel gains do not change across the two subcarriers.

The estimates of the two transmitted symbols x̂ (0) and x̂ (1), are obtained by applying the
following operations:

x̂ (0) = h∗
0r0 + h1r∗

1

= h∗
0 (h0x (0)+ h1x (1)+ n0)+ h1

(−h0x (1)∗ + h1x (0)∗ + n2
)∗

= (|h0|2 + |h1|2
)

x (0)+ h∗
0n0 + h1n∗

1

x̂ (1) = h∗
1r0 − h0r∗

1

= h∗
1 (h0x (0)+ h1x (1)+ n0)− h0

(−h0x (1)∗ + h1x (0)∗ + n1
)∗

= (|h0|2 + |h1|2
)

x (1)+ h∗
1n0 − h0n∗

1. (6.40)

The set of Equations (6.39) can be written as:

[
r0

−r∗
1

]
=
[

h0 h1

−h∗
1 h∗

0

]
×
[

x (0)
x (1)

]
+
[

n0

n1

]
, (6.41)
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where the equivalent channel matrix for the Alamouti code H2 is:

H2 =
[

h0 h1

−h∗
1 h∗

0

]
. (6.42)

The operations given in Equation (6.40) are based on a simple matched filter receiver.
Assuming a matched filter receiver, the resulting channel gains matrix can be written as:

HH
2 H2 =

[
h∗

0 −h1

h∗
1 h0

][
h0 h1

−h∗
1 h∗

0

]
=
(
h2

0 + h2
1

)[ 1 0

0 1

]
. (6.43)

We note that theAlamouti code is an orthogonal code. We also remark that the instantaneous
channel gain estimates h0 and h1 on antenna 0 and antenna 1 respectively are required for
received symbols processing at the receiver. This requires separate pilot or reference symbols
transmitted from both the antennas for channel estimation at the receiver. We also note that
the diversity gain achieved by Alamouti coding is the same as that achieved in maximum ratio
combining (MRC).

An alternative representation of Alamouti code is obtained by taking the transpose of the
2 × 2 matrix in Equation (6.38) as below:[

y0 (0) y0 (1)

y1 (0) y1 (1)

]
=
[

x (0) x (1)

−x (1)∗ x (0)∗

]
. (6.44)

We will assume this alternative definition of the Alamouti code from now onwards.
Let us now consider the case of more than two transmit antennas. For more than two

transmit antennas, orthogonal full-diversity block codes are not available. An example of
quasi-orthogonal block code referred to as ABBA code [2] is described below. Let yp (k)
represent the signal transmitted from the pth antenna on the kth subcarrier, then the transmit
matrix for ABBA can be written as:


y0 (0) y0 (1) y0 (2) y0 (3)

y1 (0) y1 (1) y1 (2) y1 (3)

y2 (0) y2 (1) y2 (2) y2 (3)

y3 (0) y3 (1) y3 (2) y3 (3)


 =

[
A B
B A

]

=




x (0) x (1) x (1) x (3)

−x (1)∗ x (0)∗ −x (3)∗ x (2)∗

x (2) x (3) x (0) x (1)

−x (3)∗ x (2)∗ −x (1)∗ x (0)∗


 , (6.45)

where A and B are given as:

A =
[

x (0) x (1)

−x (1)∗ x (0)∗

]

B =
[

x (2) x (3)

−x (3)∗ x (2)∗

]
.

(6.46)
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The equivalent channel matrix for the ABBA code HABBA is given as:

HABBA =




h0 −h∗
1 h2 −h∗

3
h1 h∗

0 h3 h∗
2

h2 −h∗
3 h0 −h∗

1
h3 h∗

2 h1 h∗
0


 . (6.47)

Assuming a matched filter receiver, the resulting channel gains matrix can be written as:

HH
ABBAHABBA = h2




1 0
2(h0h∗

2+h1h∗
3)

h2 0

0 1 0
2(h0h∗

2+h1h∗
3)

h2

2(h0h∗
2+h1h∗

3)
h2 0 1 0

0
2(h0h∗

2+h1h∗
3)

h2 0 1


 ,

(6.48)

where h2 = h2
0 + h2

1 + h2
2 + h2

3. We notice that the resulting channel gains matrix is non-
orthogonal with the presence of the interference term

[
2
(
h0h∗

2 + h1h∗
3

)
/h2

]
. More advanced

receivers such as the Maximum Likelihood (ML) receiver can be used to recover from loss
of orthogonality at the expense of increased receiver complexity.

On the other hand if we want an orthogonal code for the case of four transmit antennas, we
have to live with some loss in code rate. An example of rate-3/4 orthogonal block code for
four transmit antennas is given below [3]:


y0 (0) y0 (1) y0 (2) y0 (3)
y1 (0) y1 (1) y1 (2) y1 (3)
y2 (0) y2 (1) y2 (2) y2 (3)
y3 (0) y3 (1) y3 (2) y3 (3)


 =




x (0) 0 x (1) −x (2)
0 x (0) x (2)∗ x (1)∗

−x (1)∗ −x (2) x (0)∗ 0
x (2)∗ −x (1) 0 x (0)∗


 . (6.49)

We note that three symbols are transmitted over four subcarriers on four transmit antennas.
This means that the bandwidth efficiency of this code is only 75% of the full rate code. This
low bandwidth efficiency will result in increased coding rate for the same use of subcarriers
and therefore resulting in some channel coding loss. The apparent tradeoff here is between
transmitting diversity gain versus the channel coding gain. In cases where very low coding
rates with repetition are used such as may be the case for the cell-edge users in a cellular
system, a lower rate block code does not result in reduced channel coding gain. The simple
effect is less repetition. In these special cases, a lower rate block code may still be useful. On
the other hand, for high-data rate users closer to the cell center using higher coding rates and
higher order modulation, the bandwidth loss due to a lower rate block code generally does
not offset the transmit diversity gain. This is particularly true when other forms of diversity
sources such as receive diversity and frequency-diversity are available.

We now consider a few schemes that provide orthogonal transmission by combining 2
transmit antennas Alamouti block code with CDD, FSTD, TSTD or PVS schemes.

Let us first consider the combined SFBC-CDD scheme. In this case, four antennas are paired
into two groups of two antennas each. The SFBC scheme is applied across two antennas within
each pair. The CDD is applied across the two groups of antennas as shown in Figure 6.12. In
the example of Figure 6.12, we have shown transmission of two modulation symbols over two
subcarriers. The transmission from the first set of antennas (antenna 0 and antenna 1) happens
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Figure 6.12. Combined SFBC-CDD scheme for 4-Tx antennas.

as a normal SFBC scheme for 2-Tx antennas. A frequency-specific phase shift is applied for
SFBC transmission from the second set of antennas (antennas 2 and 3). This scheme is also
sometimes referred to as the combined SFBC-PSD (phase shift diversity) scheme. Since the
CDD is applied in the frequency-domain, the phase shift across a pair of subcarriers used by
SFBC block code can be constant. The phase can change from one pair of subcarriers to the
next pair of subcarriers.

Let yp (k) represent the signal transmitted from the pth antenna on the kth subcarrier, then
the transmit matrix for the combined SFBC-CDD scheme can be written as:


y0 (k) y0 (k + 1)

y1 (k) y1 (k + 1)

y2 (k) y2 (k + 1)

y3 (k) y3 (k + 1)


 =




x (0) x (1)

−x (1)∗ x (0)∗

x (0) e jφk x (1) e jφ(k+1)

−x (1)∗ e jφk x (0)∗ e jφ(k+1)


 . (6.50)

As pointed out the phase shift applied from the second pair of antennas can be constant
across the pair of subcarriers resulting in the following transmit matrix:


y0 (k) y0 (k + 1)

y1 (k) y1 (k + 1)

y2 (k) y2 (k + 1)

y3 (k) y3 (k + 1)


 =




x (0) x (1)

−x (1)∗ x (0)∗

x (0) e jφk x (1) e jφk

−x (1)∗ e jφk x (0)∗ e jφk


 . (6.51)

Note that in this case, the phase is dependent upon the first subcarrier in the pair of subcarriers
used by SFBC. The phase shift applied to the second subcarrier in the pair is the same as the
first subcarrier.

The combined SFBC-CDD scheme can face the same problem of symbol puncturing as
does the CDD scheme as discussed in Section 6.1. We demonstrate this effect by considering
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a case of four perfectly correlated transmit antennas, that is:

h2
0 = h2

1 = h2
2 = h2

3. (6.52)

Also, we assume that the delay applied to the signals transmitted from the second pair of
antennas (antenna 2 and antenna 3) is N/2 samples. This results in ϕ1 phase of π radians as
below:

ϕ1 = 2π

N
D = 2π

N

(
N

2

)
= π . (6.53)

We also assume the scheme of Equation (6.51) where the phase shift on the pair of subcarriers
used by SFBC block code is fixed. The composite channel power gain can then be written as:

h2 (k) =
(

h2
0 (k)+ h2

0 (k) · e jφ1k

2

)
= h2

0 (k)

2
(1 + (−1)k)2. (6.54)

We note that the signal is completely erased when k is an odd number. This will result
in puncturing of the transmitted codeword symbols resulting in coding loss. We also note
that there is no energy loss because when k is an even number, the received signals combine
coherently providing 3 dB power gain.

Let us now consider the combined SFBC-PVS scheme. In fact, in the case of SFBC com-
bined with precoding switching, a precoding matrix is used rather than a precoding vector.
Therefore, in more accurate terms, the scheme should be referred to as SFBC-PMS (precod-
ing matrix switching) scheme. For illustrating the principle of SFBC-PMS, let us assume
a set of four virtual antennas created by using a 4 × 4 DFT precoding matrix as given in
Equation (6.34), which is reproduced below for convenience:

VA0 VA1 VA2 VA3


1
1
1
1







1
j

−1
j







1
−1
1

−1







1
−j
−1
j


 . (6.55)

Let us group four virtual antennas into two groups representing precoding matrix 1 (PM1)
and PM2:

PM1 PM2


1 1
1 j
1 −1
1 j







1 1
−1 −j
1 −1

−1 j


 . (6.56)

Let {x (i)}i=3
i=0 be the four modulation symbols that need to be transmitted using the SFBC-

PMS scheme. The SFBC code is applied to the first pair of symbols x (0) , x (1) using PMS1
and to the second pair of symbols x (2) , x (3) using PMS2. Let yp (k) represent the signal
transmitted from the pth antenna on the kth subcarrier, then the transmit vector for k = 0 for
the SFBC-PMS scheme can be written as:


y0 (0)
y1 (0)
y2 (0)
y3 (0)


 =




1 1
1 j
1 −1
1 j


×

[
x (0)

−x (1)∗
]

=




x (0)− x (1)∗
x (0)− jx (1)∗
x (0)+ x (1)∗
x (0)− jx (1)∗


 . (6.57)
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Since SFBC is applied on a pair of subcarriers, the transmit vector for k = 1 is given as:


y0 (1)
y1 (1)
y2 (1)
y3 (1)


 =




1 1
1 j
1 −1
1 j


×

[
x (1)
x (0)∗

]
=




x (1)+ x (0)∗
x (1)+ jx (0)∗
x (1)− x (0)∗
x (1)+ jx (0)∗


 . (6.58)

For the second pair of modulation symbols, the precoding matrix is switched, that is PMS2
is used for the second set of symbols x (2) , x (3). Note that the precoding matrix switching can
happen either in time across OFDM symbols or in frequency across subcarriers. Assuming
switching in frequency, the transmit vector for k = 2 is given as:


y0 (2)
y1 (2)
y2 (2)
y3 (2)


 =




1 1
−1 −j
1 −1

−1 j


×

[
x (2)

−x (3)∗
]

=




x (2)− x (3)∗
−x (2)+ jx (3)∗
x (2)+ x (3)∗

−x (2)− jx (3)∗


 . (6.59)

The same precoding matrix PMS2 is applied to subcarriers with k = 3 as written below:


y0 (3)
y1 (3)
y2 (3)
y3 (3)


 =




1 1
−1 −j
1 −1

−1 j


×

[
x (3)
x (2)∗

]
=




x (3)+ x (2)∗
−x (3)− jx (2)∗
x (3)− x (2)∗

−x (3)+ jx (2)∗


 . (6.60)

Now combining results of Equations (6.57) through (6.60) the transmit matrix for the
SFBC-PMS scheme can be written as:


y0 (0) y0 (1) y0 (2) y0 (3)
y1 (0) y1 (1) y1 (2) y1 (3)
y2 (0) y2 (1) y2 (2) y2 (3)
y3 (0) y3 (1) y3 (2) y3 (3)


 =




x (0)− x (1)∗
x (0)− jx (1)∗
x (0)+ x (1)∗
x (0)− jx (1)∗

x (1)+ x (0)∗
x (1)+ jx (0)∗
x (1)− x (0)∗
x (1)+ jx (0)∗

x (2)− x (3)∗
−x (2)+ jx (3)∗
x (2)+ x (3)∗

−x (2)− jx (3)∗

x (3)+ x (2)∗
−x (3)− jx (2)∗
x (3)− x (2)∗

−x (3)+ jx (2)∗


 .

(6.61)

The channel gains on the four virtual antennas expressed by Equation (6.55) are given as
below:

VA0 hc0 = h0 + h1 + h2 + h3

VA1 hc1 = h0 + jh1 − h2 + jh3

VA2 hc2 = h0 − h1 + h2 − h3

VA3 hc3 = h0 + jh1 − h2 + jh3. (6.62)

Note that we have dropped the subcarrier index for simplicity. We assume that the channel
stays constant over two consecutive subcarriers. We note that half of the modulations symbols
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transmitted on virtual antennas 0 and 1 experience a channel gain of
(
h2

c0 + h2
c1

)
while the

remaining half of the symbols transmitted on virtual antennas 2 and 3 experience a channel
gain of

(
h2

c2 + h2
c3

)
. The SFBC-PMS scheme also faces the symbol puncturing issue when the

antennas are correlated. We demonstrate this effect by considering the case of four perfectly
correlated in-phase transmission antennas, that is:

h2
0 = h2

1 = h2
2 = h2

3. (6.63)

We note from Equation (6.62) that half of the modulation symbols transmitted on virtual
antennas 2 and 3 experiencing a channel gain of

(
h2

c2 + h2
c3

)
will be punctured as the channel

gains on both virtual antennas 2 and 3 are nulled out, that is h2
c2 = h2

c3 = 0.
Let us now consider a few schemes for 4-Tx antennas that do not create the puncturing

problem. The first such scheme is the combined SFBC-FSTD scheme. Similar to the combined
SFBC-CDD scheme, the four transmit antennas are grouped into two pairs. The SFBC block
code is applied within each pair while the FSTD is used across the pair of antennas as shown
in Figure 6.13. Let yp (k) represent the signal transmitted from the pth antenna on the kth
subcarrier, then the transmit matrix for the combined SFBC-FSTD scheme can be written as:


y0 (0) y0 (1) y0 (2) y0 (3)
y1 (0) y1 (1) y1 (2) y1 (3)
y2 (0) y2 (1) y2 (2) y2 (3)
y3 (0) y3 (1) y3 (2) y3 (3)


 =




x (0) x (1) 0 0
−x (1)∗ x (0)∗ 0 0

0 0 x (2) x (3)
0 0 −x (3)∗ x (2)∗


 . (6.64)

We note that the SFBC-FSTD scheme is a full rate code with transmission of four modulation
symbols over four subcarriers. The equivalent channel matrix for the SFBC-FSTD scheme
H4-SFBC-FSTD can be written as:

H4-SFBC-FSTD = 1√
4




h0 −h∗
1 0 0

h1 h∗
0 0 0

0 0 h2 −h∗
3

0 0 h3 h∗
2


 . (6.65)
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Figure 6.13. SFBC-FSTD transmit diversity schemes for 4-Tx antennas.
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Assuming a matched filter receiver, the resulting channel gains matrix can be written as:

HH
4-SFBC-FSTDH4-SFBC-FSTD =




(
h2

0 + h2
1

)
2

0 0 0

0

(
h2

0 + h2
1

)
2

0 0

0 0

(
h2

2 + h2
3

)
2

0

0 0 0

(
h2

2 + h2
3

)
2




.

(6.66)

We note that half of the modulation symbols experience channel gain of
(
h2

0 + h2
1

)
2 while the

remaining half modulation symbols experience channel gain
(
h2

2 + h2
3

)
2 . The combined STBC-

TSTD scheme shown in Figure 6.14 is very similar to the SFBC-FSTD scheme with the
subcarrier index in Equation (6.64) replaced with the OFDM symbol (time) index. Another
possibility for 4-Tx antennas is to combine the SFBC scheme with the TSTD scheme as
shown in Figure 6.15. We note that in the case of the 4-Tx SFBC-FSTD scheme, four mod-
ulation symbols are transmitted on four subcarriers in a single OFDM symbol. In the case
of the 4-Tx STBC-TSTD scheme, four modulation symbols are transmitted on four OFDM
symbols in a single subcarrier. For the SFBC-FSTD scheme, four modulation symbols are
transmitted on two subcarriers and two OFDM symbols. Therefore, all the three schemes are
full-rate schemes. Assuming that the channel is static on four consecutive subcarriers or four
consecutive OFDM symbols, these three schemes also provide similar performance with half

of the modulation symbols experiencing channel gain of
(
h2

0+h2
1

)
2 while the remaining half

modulation symbols experiencing channel gain
(
h2

2+h2
3

)
2 .

Let us again consider a case of four perfectly correlated transmit antennas, that is:

h2
0 = h2

1 = h2
2 = h2

3. (6.67)
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Figure 6.14. STBC-TSTD transmit diversity schemes for 4-Tx antennas.
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Figure 6.15. SFBC-TSTD transmit diversity schemes for 4-Tx antennas.

From Equation (6.66), we note that there is no symbol-puncturing happening with all
modulation symbols experiencing the same channel gain of h2

0.
The combined SFBC-FSTD, STBC-TSTD and SFBC-TSTD schemes avoid the punctur-

ing problem experienced by the combined SFBC-CDD and SFBC-PMS schemes. However,
both STBC-TSTD and SFBC-TSTD schemes result in power inefficiency because only two
antennas transmit in a given OFDM symbol as is noted from Figures 6.14 and 6.15. The
combined SFBC-FSTD schemes, however, use the full power because the PSD on the trans-
mitted subcarriers can be 3 dB higher. This is because the SFBC-FSTD scheme only transmits
on half the subcarriers from a given transmit antenna. The power spectral density for these
schemes is shown in Figure 6.16. Note that for the SFBC-CDD and SFBC-PMS schemes, the
power spectral density is uniform in frequency and time because all antennas transmit on all
subcarriers in all OFDM symbols.

A potential issue with the SFBC-FSTD scheme is that power spectral density in frequency
from each transmits antenna is not constant because each antenna transmit over half of the
subcarriers. This can generate relatively bursty interference to the neighboring cells. In order
to avoid the puncturing problem associated with the SFBC-CDD and SFBC-PMS schemes
while being able to transmit from all the antennas in all subcarriers and all OFDM symbols,
we can spread the SFBC-FSTD scheme with an orthogonal sequence such as a DFT matrix
or a Hadamard matrix.

Let us define A and B as in Equation (6.46):

A =
[

x (0) x (1)
−x (1)∗ x (0)∗

]

B =
[

x (2) x (3)
−x (3)∗ x (2)∗

]
.

(6.68)

We will assume a DFT-based spreading of the SFBC block code to create a transmit matrix
for four transmit antennas. A DFT matrix is a N × N square matrix with entries given by:

W = e j2πmn/N m, n = 0, 1, . . . , (N − 1). (6.69)
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Figure 6.16. Power spectral density for SFBC-FSTD, STBC-TSTD and SFBC-TSTD schemes.

A 2 × 2 (N = 2) DFT matrix can be expressed as:

W = 1√
2

[
1 1
1 e jπ

]
= 1√

2

[
1 1
1 −1

]
. (6.70)

We can define multiple spreading matrices by introducing a shift parameter (g/G) in the
DFT matrix as given by:

Wg = e j 2πm
N (n+ g

G ) m, n = 0, 1, · · · (N − 1). (6.71)

We can, for example, define a set of four 2 × 2 DFT matrices by taking G = 4. These four
2 × 2 matrices with g = 0, 1, 2, 3 are given as below:

W0 = 1√
2

[
e j0 e j0

e j0 e jπ

]
= 1√

2

[
1 1
1 −1

]

W1 = 1√
2

[
1 1

e jπ/4 −e jπ/4

]
= 1√

2


 1 1

1 + j√
2

−1 − j√
2




W2 = 1√
2

[
1 1

e jπ/2 −e jπ/2

]
= 1√

2

[
1 1
j −j

]

W3 = 1√
2

[
1 1

e j3π/4 −e j3π/4

]
= 1√

2


 1 1

−1 + j√
2

1 − j√
2


 . (6.72)

We can use any of the above 2 × 2 DFT matrices to spread the SFBC block code. Let us
consider spreading using W2 as an example. Let yp (k) represent the signal transmitted from
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the pth antenna on the kth subcarrier, then the transmit matrix for the spread SFBC-FSTD
scheme can be written as:




y0 (0) y0 (1) y0 (2) y0 (3)
y1 (0) y1 (1) y1 (2) y1 (3)
y2 (0) y2 (1) y2 (2) y2 (3)
y3 (0) y3 (1) y3 (2) y3 (3)


 = 1√

2

[
A A
B B

]
· ∗
(

W2 ⊗
[

1 1
1 1

])

=
1√
2




x (0) x (1)
−x (1)∗ x (0)∗

x (0) x (1)
−x (1)∗ x (0)∗

x (2) x (3)
−x (3)∗ x (2)∗

x (2) x (3)
−x (3)∗ x (2)∗


 · ∗ 1√

2




1 1
1 1

1 1
1 1

j j
j j

−j −j
−j −j




=
1√
4




x (0) x (1)
−x (1)∗ x (0)∗

x (0) x (1)
−x (1)∗ x (0)∗

jx (2) jx (3)
−jx (3)∗ jx (2)∗

−jx (2) −jx (3)
jx (3)∗ −jx (2)∗


 ,

(6.73)

where X ⊗ Y represents the Kronecker product of matrices X and Y . Also X · ∗Y represents
element-by-element multiplications of matrices X and Y .

The equivalent channel matrix for the spread SFBC-FSTD scheme H4-Spread-SFBC-FSTD can
be written as:

H4-Spread-SFBC-FSTD =




h0 −h∗
1 h0 −h∗

1

h1 h∗
0 h1 h∗

0

jh2 −jh∗
3 −jh2 jh∗

3

jh3 jh∗
2 −jh3 −jh∗

2


 . (6.74)

Assuming a matched filter receiver, the resulting channel gains matrix can be written as:

HH
4-Spread-SFBC-FSTD

=



(
h2

0 + h2
1

)
0 0 0

0
(
h2

0 + h2
1

)
0 0

0 0
(
h2

2 + h2
3

)
0

0 0 0
(
h2

2 + h2
3

)


 . (6.75)

We note that with this spread SFBC-FSTD scheme half of the modulation symbols are trans-
mitted on antennas 0 and 1 and experience a channel gain of

(
h2

0 + h2
1

)
, while the remaining half

of the symbols are transmitted on antennas 2 and 3 and experience a channel gain of
(
h2

2 + h2
3

)
.

We remark that the diversity performance provided by the spread SFBC-FSTD scheme is the
same as the simple SFBC-FSTD scheme. Also unlike SFBC-CDD and SFBC-PMS schemes,
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the spread scheme does not result in any puncturing of the transmitted modulation symbols
when the antennas are correlated. Another benefit of the spread scheme is that transmitted
signal power spectral density (PSD) is constant across frequency and time.

However, the spread SFBC-FSTD can suffer from loss of orthogonality when the channel
is not constant over the four subcarriers. In order to demonstrate this effect, let us assume that
the channel changes between the first pair of subcarriers and the second pair of subcarriers.
Furthermore, we assume that the channel is constant over the first pair of subcarriers and also

constant over the second pair of subcarriers. Let
{
hpi
}2

i=1 denote the channel on the pth antenna
on the ith pair of subcarriers. The equivalent channel matrix for the spread SFBC-FSTD
scheme H4-Spread-SFBC-FSTD can then be written as:

H4-Spread-SFBC-FSTD =




h01 −h∗
11 h02 −h∗

12
h11 h∗

01 h12 h∗
02

jh21 −jh∗
31 −jh22 jh∗

32
jh31 jh∗

21 −jh32 −jh∗
22


 . (6.76)

Assuming a matched filter receiver, the resulting channel gains matrix can be written as:

=




(
h2

01 + h2
11 + h2

02 + h2
12

)
2

0 X X

0

(
h2

01 + h2
11 + h2

02 + h2
12

)
2

X X

X X

(
h2

21 + h2
31 + h2

22 + h2
32

)
2

0

X X 0

(
h2

21 + h2
31 + h2

22 + h2
32

)
2




,

(6.77)

where X denotes the non-zero terms due to loss of orthogonality. We note that half of the

modulation symbols experience channel gain of
(
h2

01+h2
11+h2

02+h2
12

)
2 while the remaining half

symbols experience a channel gain of
(
h2

21+h2
31+h2

22+h2
32

)
2 . The scheme appears to experience a

larger diversity than the SFBC-FSTD scheme at the expense of loss of orthogonality.
Now let us see what happens when the channel is not constant over two pairs of subcarriers

for the SFBC-FSTD scheme. The equivalent channel matrix in this case is written as:

H4-SFBC-FSTD =




h01 −h∗
11 0 0

h11 h∗
01 0 0

0 0 h22 −h∗
32

0 0 h32 h∗
22


 . (6.78)

Again, assuming a matched filter receiver, the resulting channel gains matrix can be
written as:

HH
4-SFBC-FSTD

=



(
h2

01 + h2
11

)
0 0 0

0
(
h2

01 + h2
11

)
0 0

0 0
(
h2

22 + h2
32

)
0

0 0 0
(
h2

22 + h2
32

)

 . (6.79)
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We note that half of the modulation symbols experience channel gain of
(
h2

01 + h2
11

)
while

the remaining half modulation symbols experience channel gain
(
h2

22 + h2
32

)
. We note that

the diversity performance is unaffected and the SFBC-FSTD scheme stays orthogonal when
the channel is not constant over two pairs of subcarriers. However, for the SFBC scheme to
be orthogonal, the channel needs to be constant over the two subcarriers within a pair. When
the channel is not constant over the two subcarriers within a pair, SFBC schemes also lose
orthogonality.

Let
{
hpi
}2

i=1 denote the channel on the pth antenna on the ith subcarriers. The equivalent
channel matrix for the SFBC code H2 can then be written as:

H2 =
[

h01 h12

−h∗
11 h∗

02

]
. (6.80)

Assuming a matched filter receiver, the resulting channel gains matrix can be written as:

HH
2 H2 =

[
h∗

01 −h11

h∗
12 h02

][
h01 h12

−h∗
11 h∗

02

]

=
(
h2

0 + h2
1

)[ (
h2

01 + h2
11

) (
h∗

01h12 − h11h∗
02

)
(
h∗

12h01 − h02h∗
11

) (
h2

02 + h2
12

)
]

. (6.81)

We note that non-diagonal elements show up in the resulting channel gain matrix due to

loss of orthogonality. For the SFBC-FSTD scheme, let
{
hpi
}4

i=1 denote the channel on the pth
antenna and the ith subcarriers. The resulting channel gains matrix can then be written as:

HH
4-SFBC-FSTD

=



(
h2

01 + h2
11

)
X 0 0

X
(
h2

02 + h2
12

)
0 0

0 0
(
h2

23 + h2
33

)
X

0 0 X
(
h2

24 + h2
34

)

 , (6.82)

where X denotes the non-zero terms due to loss of orthogonality. We note that within each pair
of SFBC codes, orthogonality is lost. However, the two pairs are still orthogonal because they
use orthogonal subcarriers. Now let us see what happens to the spread SFBC-FSTD scheme
when the channel is different on the four subcarriers. In this case, we write the resulting
channel gain matrix as:

=




(
h2

01 + h2
11 + h2

03 + h2
14

)
2

X X X

X

(
h2

11 + h2
02 + h2

13 + h2
04

)
2

X X

X X

(
h2

21 + h2
32 + h2

23 + h2
34

)
2

X

X X X

(
h2

31 + h2
23 + h2

33 + h2
24

)
2




.

(6.83)

We note that not only does each pair of SFBC codes lose orthogonality but the orthogo-
nality between the two pairs is also lost. This is expected as SFBC code loses orthogonality
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Figure 6.17. Mapping of downlink reference signals.

when the channel changes across two adjacent subcarriers and two pairs of SFBC code lose
orthogonality due to the DFT spreading code orthogonality loss. The orthogonality loss prob-
lem of the spread SFBC-FSTD scheme is expected to become worse for the modulation
symbols transmitted in the OFDM symbol containing the pilot or reference symbols. This
is because when four transmit antennas are used such as is the case for the SFBC-FSTD
scheme, 6 out of 14 OFDM symbols (out of 12 OFDM symbols for extended cyclic prefix)
contain reference symbols as shown in Figure 6.17. The reference symbols use every third
subcarrier and therefore two pairs of SFBC codes are further separated by one subcarrier.
For the spread SFBC-FSTD scheme, it means that the channel now needs to be constant
over five subcarriers which is 75 KHz bandwidth for 15 KHz subcarrier spacing used in the
LTE system.

However, another issue we note from Figure 6.17 where Rp represents the reference symbol
for antenna p is that time-domain density for R2 and R3 is half the density of R0 and R1.
This results in channel estimates bias with channel estimates on antenna 0 and 1 better than
antennas 2 and 3. This motivates the need for channel estimates balancing. A new mapping
scheme for SFBC-FSTD where the first pair of modulation symbols x (0), x (1) is mapped
to antennas 0 and 2 and a second pair of symbols x (2), x (3) mapped to antennas 1 and 3
as shown in Figure 6.18 can be used. As this scheme balances out the channel estimates
effect, we refer to this scheme as the balanced SFBC-FSTD scheme. Let yp (k) represent the
signal transmitted from the pth antenna on the kth subcarrier, then the transmit matrix for the
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Figure 6.18. Balanced SFBC-FSTD transmit diversity schemes for 4-Tx antennas.

balanced SFBC-FSTD scheme can be written as:




y0 (0) y0 (1) y0 (2) y0 (3)
y1 (0) y1 (1) y1 (2) y1 (3)
y2 (0) y2 (1) y2 (2) y2 (3)
y3 (0) y3 (1) y3 (2) y3 (3)


 =




x (0) x (1) 0 0
0 0 x (2) x (3)

−x (1)∗ x (0)∗ 0 0
0 0 −x (3)∗ x (2)∗


 . (6.84)

The equivalent channel matrix for the balanced SFBC-FSTD scheme H4-Balanced-SFBC-FSTD

can be written as:

H4-SFBC-FSTD = 1√
4




h0 −h∗
2 0 0

h2 h∗
0 0 0

0 0 h1 −h∗
3

0 0 h3 h∗
1


 . (6.85)

Assuming a matched filter receiver, the resulting channel gains matrix can be written as:




(
h2

0+h2
2

)
2 0 0 0

0
(
h2

0+h2
2

)
2 0 0

0 0
(
h2

1+h2
3

)
2 0

0 0 0
(
h2

1+h2
3

)
2




. (6.86)
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We note that half of the modulation symbols experience channel gain of
(
h2

0+h2
2

)
2 while the

remaining half modulation symbols experience channel gain
(
h2

1+h2
3

)
2 . The diversity gain of

this scheme is the same as the SFBC-FSTD scheme. The additional benefit is that this scheme
balances the effect of imperfect channel estimates as each pair of symbols experiences one
good channel estimate and another relatively weak channel estimate.After careful and detailed
evaluations of various transmit diversity schemes proposed during the standardization phase,
the SFBC and balanced SFBC-FSTD schemes were adopted in the LTE system for two and
four transmit antennas respectively.

6.2 Downlink transmission chain

Let us now focus on the details of the 2-Tx antennas SFBC and 4-Tx antennas balanced SFBC-
FSTD schemes. In order to be consistent with the structure for MIMO spatial multiplexing, the
transmit diversity scheme in the LTE system is defined in terms of layer mapping and transmit
diversity precoding. In order to better understand how this structure fits in the bigger scheme
of things, we start by looking at the downlink transmission chain shown in Figure 6.19.Aturbo
coding is first performed on the information codeword. The coded sequence of bits is then
scrambled and mapped to complex modulation symbols. In the case of transmission diversity,
the complex modulation symbols are mapped to two or four layers for the cases of two-Tx

Layer mapper

Turbo coding

Scrambling

Modulation mapper

Precoding

MIMO
Layers

(1, 2, 3 or 4)

Antenna
ports

(1, 2 or 4)

. . .

RE mapper RE mapper

OFDM signal
generation

OFDM signal
generation

. . .

. . .

Codeword

Figure 6.19. Downlink transmission chain.
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or four-Tx transmission diversity respectively. We note that the term layer, which generally
refers to a stream in MIMO spatial multiplexing, can be confusing when used in the context
of transmission diversity. In transmission diversity, a single codeword is transmitted, which is
effectively a single rank transmission. After layer mapping, transmission diversity precoding,
which is effectively an SFBC block code for 2-Tx antennas and a balanced SFBC-FSTD code
for 4-Tx antennas, is applied. The signals after transmission diversity precoding are mapped
to time-frequency resources on two or four antennas for the SFBC and balanced SFBC-FSTD
cases and OFDM signal generation by use of IFFT takes place. In the following sections, we
will only discuss layer mapping and precoding parts that are relevant for transmit diversity
discussion.

6.3 Codeword to layer mapping

In the case of transmit diversity transmission, a single codeword is transmitted from two or
four antenna ports. The number of layers in the case of transmit diversity is equal to the number

of antenna ports. The number of modulation symbols per layer M layer
symb for 2 and 4 layers is

given by:

M layer
symb = M (0)

symb
2 , υ = 2

M layer
symb = M (0)

symb
4 , υ = 4,

(6.87)

where M (0)
symb represents the total number of modulation symbols within the codeword.

In the case of two antenna ports, the modulation symbols from a single codeword are
mapped to 2 (υ = 2) layers as below:

x(0)(i) = d(0)(2i)
x(1)(i) = d(0)(2i + 1)

i = 0, 1, . . .
(
M layer

symb − 1
)

. (6.88)

In the case of four antenna ports, the modulation symbols from a single codeword are
mapped to 4 layers (υ = 4) as below:

x(0)(i) = d(0)(4i)

x(1)(i) = d(0)(4i + 1)

x(2)(i) = d(0)(4i + 2)

x(3)(i) = d(0)(4i + 3)

i = 0, 1, . . .
(
M layer

symb − 1
)

. (6.89)

The codeword to layer mapping for two and four antenna ports transmit diversity (TxD)
transmissions in the downlink is shown in Figure 6.20. In the case of two antenna ports (two
layers), the even-numbered

(
d(0)(0), d(0)(2), . . .

)
and odd-numbered

(
d(0)(1), d(0)(3), . . .

)
codeword modulation symbols are mapped to layers 0 and 1 respectively. In the case of four
antenna ports 1/4 of the codeword modulation symbols are mapped to a given layer as given
by Equation (6.89).
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Figure 6.20. Codeword to layer mapping for two and four antenna ports transmit diversity (TxD)
transmissions in the downlink.

6.4 Transmit diversity precoding

The block of vectors at the output of the layer mapper x(i) = [x(0)(i) . . . x(υ−1)(i)]T ,

i = 0, 1, . . . , M layer
symb − 1 and (υ = 2, 4) is provided as input to the precoding stage as

shown in Figure 6.21. The precoding stage then generates another block of vectors y(i) =[
y(0)(i), y(1)(i), . . . , y(P−1)(i)

]T
, i = 0, 1, ..., M layer

symb − 1 and (P = 2, 4). This block of vectors
is then mapped onto resources on each of the antenna ports. The symbols at the output of
precoding for antenna port p, y(p)(i) are given as:




y(0)(i)
...

y(P−1)(i)


 = W (i)




x(0)(i)
...

x(υ−1)(i)


 P = 2, 4 υ = P. (6.90)

For the case of two antenna ports transmit diversity, the output y(i) = [y(0)(i) y(1)(i)]T
of the precoding operation is written as:




y(0)(2i)

y(1)(2i)

y(0)(2i + 1)

y(1)(2i + 1)


 =




1 0 j 0

0 −1 0 j

0 1 0 j

1 0 −j 0


×




x(0)I (i)

x(1)I (i)

x(0)Q (i)

x(1)Q (i)




i = 0, 1, ..., M layer
symb − 1,

(6.91)
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where x(0)I (i) and x(0)Q (i) are real and imaginary parts of the modualtion symbol on layer

0 and x(1)I (i) and x(1)Q (i) are real and imaginary parts of the modualtion symbol on
layer 1.




y(0)(2i)

y(1)(2i)

y(0)(2i + 1)

y(1)(2i + 1)




=




x(0)I (i)+ jx(0)Q (i)

−x(1)I (i)+ jx(1)Q (i)

x(1)I (i)+ jx(1)Q (i)

x(0)I (i)− jx(0)Q (i)




=




x(0)(i)

− (x(1)(i))∗
x(1)(i)

(
x(0)(i)

)∗




i = 0, 1, ..., M layer
symb − 1.

(6.92)

We note that the number of modulation symbols for mapping to resource elements is two
times the number of modulation symbols per layer, that is Mmap

symb = 2 × M layer
symb. The transmit

diversity precoding and RE mapping for two antenna ports is shown in Figure 6.22. We
note that the precoding and RE mapping operations result in a space frequency block coding
(SFBC) scheme.

For the case of four antenna ports transmit diversity, the output y(i) =
[y(0)(i) y(1)(i) y(2)(i) y(3)(i)]T of the precoding operation is written as:
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


y(0)(4i)

y(1)(4i)

y(2)(4i)

y(3)(4i)

y(0)(4i + 1)

y(1)(4i + 1)

y(2)(4i + 1)

y(3)(4i + 1)

y(0)(4i + 2)

y(1)(4i + 2)

y(2)(4i + 2)

y(3)(4i + 2)

y(0)(4i + 3)

y(1)(4i + 3)

y(2)(4i + 3)

y(3)(4i + 3)




=




1 0 0 0 j 0 0 0
0 0 0 0 0 0 0 0
0 −1 0 0 0 j 0 0
0 0 0 0 0 0 0 0
0 1 0 0 0 j 0 0
0 0 0 0 0 0 0 0
1 0 0 0 −j 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 1 0 0 0 j 0
0 0 0 0 0 0 0 0
0 0 0 −1 0 0 0 j
0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 j
0 0 0 0 0 0 0 0
0 0 1 0 0 0 −j 0




×




x(0)I (i)

x(1)I (i)

x(2)I (i)

x(3)I (i)

x(0)Q (i)

x(1)Q (i)

x(2)Q (i)

x(3)Q (i)




i = 0, 1, ..., M layer
symb − 1. (6.93)




y(0)(4i)

y(1)(4i)

y(2)(4i)

y(3)(4i)

y(0)(4i + 1)

y(1)(4i + 1)

y(2)(4i + 1)

y(3)(4i + 1)

y(0)(4i + 2)

y(1)(4i + 2)

y(2)(4i + 2)

y(3)(4i + 2)

y(0)(4i + 3)

y(1)(4i + 3)

y(2)(4i + 3)

y(3)(4i + 3)




=




x(0)I (i)+ jx(0)Q (i)

0

−x(1)I (i)+ jx(1)Q (i)

0

x(1)I (i)+ jx(1)Q (i)

0

x(0)I (i)− jx(0)Q (i)

0

0

x(2)I (i)+ jx(2)Q (i)

0

−x(3)I (i)+ jx(3)Q (i)

0

x(3)I (i)+ jx(3)Q (i)

0

x(2)I (i)− jx(2)Q (i)




=




x(0)(i)

0

− (x(1)(i))∗
0

x(1)(i)

0(
x(0)(i)

)∗
0

0

x(2)(i)

0

− (x(3)(i))∗
0

x(3)(i)

0(
x(2)(i)

)∗




i = 0, 1, ..., M layer
symb − 1.

(6.94)
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Figure 6.23. Transmit diversity precoding and RE mapping for four antenna ports.

We note that the number of modulation symbols for mapping to resource elements is four

times the number of modulation symbols per layer, that is Mmap
symb = 4 × M layer

symb. The transmit
diversity precoding and RE mapping for four antenna ports is shown in Figure 6.23. We
note that the four antenna ports precoding and RE mapping operations results in a balanced
SFBC-FSTD scheme as is also illustrated by an alternative representation below:




y(0)(4i) y(0)(4i + 1) y(0)(4i + 2) y(0)(4i + 3)

y(1)(4i) y(1)(4i + 1) y(1)(4i + 2) y(1)(4i + 3)

y(2)(4i) y(2)(4i + 1) y(2)(4i + 2) y(2)(4i + 3)

y(3)(4i) y(3)(4i + 1) y(3)(4i + 2) y(3)(4i + 3)




=




x(0)(i) x(1)(i) 0 0

0 0 x(2)(i) x(3)(i)

− (x(1)(i))∗ (
x(0)(i)

)∗
0 0

0 0 − (x(3)(i))∗ (
x(2)(i)

)∗


 .

(6.95)

6.5 Summary

Various diversity sources are available in the LTE system to average out the channel variations
in a multi-path fading environment. This includes time diversity, frequency diversity, receive
diversity and transmit diversity. Various forms of transmit diversity schemes were studied
and evaluated in detail during the LTE standardization phase. In the beginning, the cyclic
delay diversity scheme was considered to be a strong candidate due to its advantages of
simplicity and scalability with the number of transmission antennas. However, one drawback
of CDD became apparent in correlated channels.With perfectly correlated antennas, there is no
diversity available. However, CDD results in performance degradation because of modulation
symbol puncturing due to destructive combining of signals from multiple transmit antennas.
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The other strong candidates were schemes based on block codes such as Alamouti block
code. A drawback of this approach was that it does not scale with the number of transmission
antennas. For more than two antennas, some possibilities are the use of either non-orthogonal
block codes or block codes with a rate of less than 1. In either case, the performance is
penalized. After long debates over the benefits and drawbacks of CDD and block-code-based
schemes, the decision went in favor of a block-code-based transmission diversity. Once the
decision was in favor of block codes, it was straightforward to adopt SFBC code for 2-Tx
antennas.

Another round of debates took place for selecting the transmit diversity scheme for the
case of four transmit antennas. Various schemes such as non-orthogonal block codes and
combinations of SFBC with other schemes such as CDD, PVS/PMS, FSTD and TSTD were
considered. The non-orthogonal block codes were eliminated due to performance and receiver
complexity issues. The problems with combined SFBC-CDD and SFBC-PMS schemes were
poor performance in correlated channels due to the modulation symbol puncturing issue. The
puncturing issue is less pronounced in the combined SFBC-CDD or SFBC-PMS schemes
than in the pure CDD and PVS schemes but it was still a concern. On the other hand schemes
that use the TSTD component face the problem of transmit power inefficiency because only a
subset of antennas performs transmission in a given OFDM symbol. The schemes with FSTD
component do not have the transmit power penalty problem because power can be shifted in
frequency from the unused subcarriers on a given antenna to the used subcarriers (note that in
case of SFBC-FSTD, each antenna transmits on half the subcarriers only). However, for the
TSTD schemes, as the switching happens in time, the power cannot be shifted in time from
one OFDM symbol to the other. In the light of these considerations, it was decided to adopt
the SFBC-FSTD scheme for the case of four transmit antennas.

Another issue arose for the SFBC-FSTD scheme because each pair of modulations symbols
is mapped to two transmit antennas and the reference signals density on antennas 0 and 1 is
twice as large as on antennas 2 and 3. This leads to channel estimation biased towards the
first pair of symbols in the group. In order to balance out the impact of the imperfect channel
estimate, a balanced SFBC-FSTD scheme that maps the first pair of modulation symbols to
antenna 0 and 2 and the second pair of modulation symbols to antenna 1 and 3 was adopted.

Another issue that we didn’t discuss here was inter-cell interference characteristics of var-
ious transmit diversity schemes considered. It was claimed that when inter-cell interference
suppression (using, for example, an MMSE receiver) is employed a CDD interferer could be
suppressed with a lesser degree of freedom than a block code interferer. This is because a CDD
interferer appears as a single rank interferer while an SFBC block code interferer appears as
a rank 2 interferer. It was noted that the same receiver degree of freedom is also sufficient to
suppress the block code interferer albeit with larger receiver complexity.
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7 MIMO spatial multiplexing

In the previous chapter, we discussed how multiple transmission antennas can be used to
achieve the diversity gain. The transmission diversity allows us to improve the link per-
formance when the channel quality cannot be tracked at the transmitter which is the case
for high mobility UEs. The transmission diversity is also useful for delay-sensitive services
that cannot afford the delays introduced by channel-sensitive scheduling. The transmission
diversity, however, does not help in improving the peak data rates as a single data stream
is always transmitted. The multiple transmission antennas at the eNB in combination with
multiple receiver antennas at the UE can be used to achieve higher peak data rates by
enabling multiple data stream transmissions between the eNB and the UE by using MIMO
(multiple input multiple output) spatial multiplexing. Therefore, in addition to larger band-
widths and high-order modulations, MIMO spatial multiplexing is used in the LTE system
to achieve the peak data rate targets. The MIMO spatial multiplexing also provides improve-
ment in cell capacity and throughput as UEs with good channel conditions can benefit
from multiple streams transmissions. Similarly, the weak UEs in the system benefit from
beam-forming gains provided by precoding signals transmitted from multiple transmission
antennas.

7.1 MIMO capacity

A MIMO channel consists of channel gains and phase information for links from each of the
transmission antennas to each of the receive antennas as shown in Figure 7.1. Therefore, the
channel for the M × N MIMO system consists of an N × M matrix HN×M given as:

H =




h11 h12 · · · h1M

h21 h22 · · · h2M
...

... · · · ...
hN1 hM2 · · · hNM


 , (7.1)

where hij represents the channel gain from transmission antenna j to the receive antenna i.
In order to enable the estimations of the elements of the MIMO channel matrix, separate
reference signals or pilots are transmitted from each of the transmission antennas.
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Figure 7.1. An (M × N ) MIMO system.

The capacity of an M × N MIMO channel can be written as [1]:

CMIMO = E
[
log2 det

(
IN + ρ

M
HH ∗)] [b/s/Hz], (7.2)

where ρ = P
N0

is the received signal-to-noise ratio at each receive antenna.
If λ1 ≥ λ2 ≥ · · · ≥ λmin are the (random) ordered singular values of the channel matrix

H , then we can express (7.2) as:

CMIMO = E

[nmin∑
i=1

log2

(
1 + ρ

M
λ2

i

)]

=
nmin∑
i=1

E
[
log2

(
1 + ρ

M
λ2

i

)]
[b/s/Hz], (7.3)

where nmin = min (M , N ). Let us first look at the case of low SNR where we can use the
approximation log2 (1 + x) ≈ x. log2 e

CMIMO ≈
nmin∑
i=1

ρ

M
E
[(
λ2

i

)]
log2 e

= ρ

M
E
[
Tr
[
HH ∗]] log2 e

= ρ

M
E


∑

i,j

∣∣hij
∣∣2

 log2 e

= M × ρ × log2 e [b/s/Hz].

(7.4)

It can be noted that at low SNR, an M × M system yields a power gain of 10 × log10
(M ) dBs relative to a single-receiver antenna case. This is because the M receive antennas can
coherently combine their received signals to get a power boost.
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For the high-SNR case where we can use the approximation log2 (1 + x) ≈ log2 (x), the
MIMO capacity formula can be expressed as:

CMIMO =
M∑

i=1

E
[
log2

( ρ
M
λ2

i

)]

=
M∑

i=1

E
[
log2

( ρ
M

)
+ log2

(
λ2

i

)]
(7.5)

= nmin × log2

( ρ
M

)
+

nmin∑
i=1

E
[
log2

(
λ2

i

)] [b/s/Hz],

and E
[
log2

(
λ2

i

)]
> −∞ for all i. We note that the full nmin degree of freedom can be obtained

at high SNR. It can also be noted that maximum capacity is achieved when all the singular
values are equal. Therefore, we would expect a high capacity gain when the channel matrix H
is sufficiently random and statistically well conditioned. We remark that the number of degrees
of freedom is limited by the minimum of the number of transmission and the number of receive
antennas. Therefore, a large number of transmission and receive antennas are required in order
to get the full benefit from MIMO.

We observed from (7.4) that the capacity of a MIMO system scales linearly with the number
of receive antennas at low SNR. We also noted from (7.5) that at high SNR, the capacity scales
linearly with nmin. Therefore, we can say that at all SNRs, the capacity of an M × N MIMO
system scales linearly with nmin. We note, however, that the channel matrix needs to be full
rank in order to provide nmin degrees of freedom. In situations where the channel matrix is
not full rank due to, for example, correlated antennas or line-of-sight (LOS) propagation, the
degrees of freedom can be further limited.

7.2 Codewords and layer mapping

A MIMO transmission chain showing codewords and layers is depicted in Figure 7.2. The
maximum number of layers or streams supported υ is equal to the degrees of freedom nmin

provided by the MIMO channel. The number of MIMO layers is also referred to as the MIMO
rank. For P transmission antenna ports, a rank smaller than P ≥ nmin is supported by selecting
a subset of the columns of the P × P precoding matrix. A MIMO codeword is a separately
coded and modulated information block that is transmitted on one or more MIMO layers.

7.2.1 Single codeword versus multi-codeword

Both single-codeword (SCW) and multi-codeword (MCW) MIMO schemes were considered
for the LTE system. In the case of single-codeword MIMO transmission, a CRC is added
to a single information block and then coding and modulation is performed. The coded and
modulated symbols are then de-multiplexed for transmission over multiple antennas. In the
case of multiple codeword MIMO transmission, the information block is de-multiplexed into
smaller information blocks. Individual CRCs are attached to these smaller information blocks
and then separate coding and modulation is performed on these smaller blocks. It should
be noted that in the case of multi-codeword MIMO transmissions, different modulation and
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coding can be used on each of the individual streams resulting in a so-called MIMO PARC
(per antenna rate control) scheme. In addition, multi-codeword transmission allows for more
efficient post-decoding interference cancellation using a MMSE-SIC receiver as depicted in
Figure 7.3. This is because a CRC check can be performed on each of the codewords before
a codeword is cancelled from the overall received signal. In this way, only correctly received
codewords are cancelled avoiding any interference propagation in the cancellation process.

An SCW scheme using an ML (maximum likelihood) receiver can also provide equivalent
performance as a MCW scheme with a successive interference cancellation (SIC) receiver.
The performance and complexity tradeoffs of SCW and MCW schemes were discussed in
detail during the standardization phase. In general, a MMSE-SIC receiver requires a larger
buffering because the cancellation process cannot start unless the first codeword is demod-
ulated and decoded correctly. In contrast, the ML receiver demodulates all MIMO layers
simultaneously at the expense of additional processing or logic complexity. The buffering
required for a MMSE-SIC receiver can be reduced by employing a turbo-codeblock-based
successive interference cancellation as discussed in Section 11.3.1.

In terms of signaling overhead, a SCW scheme has an advantage as a single hybrid ARQ
ACK/NACK and a single CQI is required to be fed back from the UE. Similarly, only one
set of modulation and coding scheme and hybrid ARQ information needs to be signaled on
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the downlink. In the case of the MCW scheme, hybrid ARQ operation is performed on each
codeword requiring larger signaling overhead on both the uplink and the downlink. When
different modulation and coding schemes are used as in a MIMO PARC scheme, CQI needs
to be provided for each codeword separately. Similarly, the transport block size and MCS
needs to be signaled separately on the downlink.

An SCW scheme also has a diversity advantage over an MCW scheme as a single codeword
is transmitted over all the MIMO layers. In the case of the MCW scheme, some of the
codewords may be successful while others may be in error due to channel quality fluctuations
across the MIMO layers. In order to provide diversity in an MCW scheme, large-delay CDD is
introduced which enables transmission of each codeword over all the available MIMO layers
as discussed in Section 7.5.2.

After carefully evaluating the receiver complexity and signaling overhead aspects of SCW
and MCW schemes, the conclusion was to employ a sort of hybrid of single-codeword and
multi-codeword schemes where the maximum number of codewords is limited to two.

7.2.2 Codewords to layer mapping

In the case of an SCW scheme, the modulation symbols from a single codeword are mapped
to all the MIMO layers and hence the issue of codeword to layer mapping does not arise. In the
case of a pure MCW scheme where the number of codewords is equal to the number of MIMO
layers, a one-to-one mapping between codewords and layers can be used in a straightforward
manner. However, when the number of codewords is smaller than the MIMO layers as is the
case in the LTE system for four antenna ports, the codewords to layer mapping needs to be
considered carefully.

A maximum of two codewords is supported in the LTE system for rank-2 and greater
transmissions. In the case of rank-2, the codeword to layer mapping is straightforward as the
number of codewords is equal to the number of MIMO layers. Therefore, CW1 is mapped to
layer 1, while CW2 is mapped to layer 2. In the case of rank-3, the number of layers is one
more than the number of codewords. Therefore, one codeword needs to be transmitted on one
layer while the other codeword needs to be transmitted on two layers. The two possibilities
in this case are 1–2 and 2–1 mappings. In the 1–2 mapping, CW1 is transmitted on layer 1,
while CW2 is transmitted on layers 2 and 3. In the 2–1 mapping, CW1 is transmitted on layers
1 and 2, while CW2 is transmitted on layer 3. Under the assumption that the three layers are
statistically equivalent (no layer ordering, etc.) and that there is no predetermined interference
cancellation order the 1–2 and 2–1 mapping schemes are equivalent.

The issue of codeword to layer mapping is more involved for the case of four MIMO layers
(υ = 4). The two schemes that were extensively debated and evaluated are 1–3 mapping and
2–2 mapping. In the 1–3 mapping, CW1 is transmitted on layer 1 while CW2 is transmitted on
layers 2, 3 and 4. In the symmetric 2–2 mapping, CW1 is transmitted on layers 1 and 2, while
CW2 is transmitted on layers 3 and 4. The SIC receiver structures for these codewords to layer
mapping schemes are shown in Figure 7.4. We note that the 1–3 receiver will need a smaller
buffer size because it can discard the received signal sooner compared to the 2–2 receiver.
This is because it takes twice as long to decode two layers compared to decoding a single layer
and therefore the complex received symbols can be discarded quicker, leading to a smaller
required buffer memory. If a turbo decoding were completely parallel then there would be
no difference in complexity. However, given that all the layers can carry the maximum data
rate and that the turbo decoder has a limited amount of parallel processing determined by
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the number of parallel decoder circuits, the time required to decode a single layer is smaller
than the time required to decode two layers. Moreover, we note that 2–2 receiver requires an
additional operation of layer 2 construction as well as two SIC subtractions instead of one
in the case of 1–3 mapping. In the 1–3 mapping, UE always cancels the first layer just like
in the rank-3 (1–2 mapping) and rank-2 (1–1 mapping) case and thus result in a simpler UE
operation irrespective of the MMO rank or configuration.

Another benefit of 1–3 mapping is that a correct channel quality is always available for
layer 1. This is because channel quality information (CQI) is provided per codeword. There-
fore, in the case of rank override, eNB can always transmit a single codeword on a single
Layer 1 for which accurate channel quality is available. In case of 2–2 mapping, CQI is avail-
able for each pair of layers (averaged across the two layers) and therefore if eNB decides to
perform a single layer transmission, the performance may be affected due to inaccurate CQI.
The rank override happens, for example, when eNB does not have sufficient data in its buffers
to perform full rank transmission.

An advantage of 2–2 mapping over 1–3 mapping is that each codeword experiences two
layers of diversity making the codeword transmission more robust to layer channel quality
fluctuations. The performance of 1–3 and 2–2 mapping schemes was evaluated extensively.
Both 1–3 and 2–2 mapping schemes provide equivalent performance. In the 1–3 mapping
scheme, a single layer is cancelled by the SIC receiver and the remaining three layers benefit
from the cancelled interference. Therefore, the amount of interference cancelled is smaller but
more layers benefit from the cancellation. In the 2–2 mapping scheme, two layers’ worth of
interference is cancelled but only two layers benefit from the cancelled interference.Therefore,
the amount of cancelled interference is more in this case but the number of layers that benefit
from the cancelled interference is smaller than the 1–3 mapping case. These two effects
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compensate each other leading to similar performance between the 1–3 and 2–2 mapping
schemes.

Based on the complexity and performance comparison, it was generally agreed that both
schemes could be equally good for the LTE system. However, the final decision was to employ
the 2–2 mapping scheme for two codewords mapping in the case of four layers transmission.

7.3 Downlink MIMO transmission chain

The LTE system supports transmission of a maximum of two codewords in the downlink. Each
codeword is separately coded using turbo coding and the coded bits from each codeword are
scrambled separately as shown in Figure 7.5.

The complex-valued modulation symbols for each of the codewords to be trans-
mitted are mapped onto one or multiple layers. The complex-valued modulation sym-
bols d(q)(0), ..., d(q)(M (q)

symb − 1) for code word q are mapped onto the layers x(i)

= [
x(0)(i) ... x(υ−1)(i)

]T
, i = 0, 1, ..., M layer

symb − 1, where υ is the number of layers

and M layer
symb is the number of modulation symbols per layer. The codeword to layer mapping
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Figure 7.5. Downlink transmission chain.
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Figure 7.6. Codeword to layer mapping for rank-1 and rank-2 transmissions in the downlink.

for rank-1 and rank-2 transmissions is shown in Figure 7.6. A rank-1 transmission can happen
for the case of one, two or four antenna ports while for rank-2 transmission, the number of
antenna ports needs to be at least 2. In the case of rank-1 transmission, the complex-valued
modulation symbols d(q)(0), ..., d(q)(M (q)

symb − 1) from a single codeword (q = 0) are mapped
to a single layer (υ = 0) as below:

x(0)(i) = d(0)(i) M layer
symb = M (0)

symb. (7.6)

Also the number of modulation symbols per layer M layer
symb is equal to the number of modulation

symbols per codeword M (0)
symb. It can be noted that for rank-1 transmission, the layer mapping

operation is transparent with codeword modulation symbols simply mapped to a single layer.
In the case of rank-2 transmissions, which can happen for both two and four antenna ports,

the modulation symbols from the two codewords with (q = 0, 1) are mapped to 2 layers
(υ = 0, 1) as below:

x(0)(i) = d(0)(i)
x(1)(i) = d(1)(i)

M layer
symb = M (0)

symb = M (1)
symb. (7.7)

We note that for rank-2 transmission, the codeword to layer mapping is an MCW scheme with
two codewords mapped to two layers separately.
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Figure 7.7. Codeword to layer mapping for rank-3 and rank-4 transmissions in the downlink.

The codeword to layer mapping for rank-3 and rank-4 transmissions is shown in Figure 7.7.
The rank-3 and rank-4 transmissions can happen for 4 antenna ports. In the case of rank-3
transmission, the modulation symbols from the 2 codewords with (q = 0, 1) are mapped to
three layers (υ = 0, 1, 2) as below:

x(0)(i) = d(0)(i)

x(1)(i) = d(1)(2i) M layer
symb = M (0)

symb = M (1)
symb

/
2. (7.8)

x(2)(i) = d(1)(2i + 1)



156 MIMO spatial multiplexing

In the case of rank-4 transmission, the modulation symbols from the 2 codewords with
(q = 0, 1) are mapped to 4 layers (υ = 0, 1, 2, 3) as below:

x(0)(i) = d(0)(2i)

x(1)(i) = d(0)(2i + 1) M layer
symb = M (0)

symb

/
2 = M (1)

symb

/
2. (7.9)

x(2)(i) = d(1)(2i)

x(3)(i) = d(1)(2i + 1)

We remark that for rank-3 and rank-4 transmissions, the codeword to layer mapping results
in a hybrid of SCW and MCW schemes. In the case of rank-3, the first codeword is mapped
to the first layer while the second codeword is mapped to the second and third layers. In the
case of rank-4, both the first and the second codewords are mapped to two layers with the first
codeword mapped to the first and second layers while the second codeword is mapped to the
third and the fourth layers as shown in Figure 7.7.

7.4 MIMO precoding

It is well known that the performance of a MIMO system can be improved with channel
knowledge at the transmitter. The channel knowledge at the transmitter does not help to
improve the degrees of freedom but power or beam-forming gain is possible [1]. In a TDD
system, the channel knowledge can be obtained at the eNB by uplink transmissions thanks
to channel reciprocity. However, the sounding signals needs to be transmitted on the uplink,
which represents an additional overhead. In an FDD system, the channel state information
needs to be fed back from the UE to the eNB. The complete channel state feedback can lead
to excessive feedback overhead. For example in a 4×4 MIMO channel, a total of 16 complex
channel gains from each of the transmission antennas to each of the receive antennas need to
be signaled. An approach to reduce the channel state information feedback overhead is to use
a codebook.

In a closed-loop MIMO precoding system, for each transmission antenna configuration, we
can construct a set of precoding matrices and let this set be known at both the eNB and the UE.
This set of matrices is referred to as MIMO codebook and denoted by P = {P1, P2, . . . , PL}.
Here L = 2r denotes the size of the codebook and r is the number of (feedback) bits needed to
index the codebook. Once the codebook is specified for a MIMO system, the receiver observes
a channel realization, selects the best precoding matrix to be used at the moment, and feeds
back the precoding matrix index (PMI) to the transmitter as depicted in Figure 7.8.

7.4.1 Precoding for two antenna ports

The two antenna ports precoding consists of a combination of a 2 × 2 identity matrix and a
discrete fourier transform (DFT) based precoding. AFourier matrix is an N ×N square matrix
with entries given by:

W = ej2πmn/N m, n = 0, 1, . . . , (N − 1). (7.10)
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Figure 7.8. Illustration of feedback-based MIMO precoding.

A 2 × 2 (N = 2) Fourier matrix can be expressed as:

W = 1√
2

[
1 1
1 ejπ

]
= 1√

2

[
1 1
1 −1

]
. (7.11)

We can define multiple precoder matrices by introducing a shift parameter (g/G) in the
Fourier matrix as given by:

Wg = ej 2πm
N (n+ g

G ) m, n = 0, 1, · · · (N − 1). (7.12)

We can, for example, define a set of four 2 × 2 Fourier matrices by taking G = 4. These
four 2 × 2 matrices with g = 0, 1, 2, 3 are given as below:

W0 = 1√
2

[
ej0 ej0

ej0 ejπ

]
= 1√

2

[
1 1
1 −1

]

W1 = 1√
2

[
1 1

ejπ/4 −ejπ/4

]
= 1√

2


 1 1

1 + j√
2

−1 − j√
2




W2 = 1√
2

[
1 1

ejπ/2 −ejπ/2

]
= 1√

2

[
1 1
j −j

]

W3 = 1√
2

[
1 1

ej3π/4 −ej3π/4

]
= 1√

2


 1 1

−1 + j√
2

1 − j√
2


.

(7.13)

The LTE codebook for two antenna ports consists of four precoders for rank-1 and three
precoders for rank-2 as given in Table 7.1. The four rank-1 precoders are simply columns of
second and third rank-2 precoder matrices. The second and third rank-2 precoders are DFT
matrices W0 and W2 respectively. An important criterion for selection of the codebook for
two antenna ports was limiting to the precoders that use QPSK alphabets {±1, ±j} and the
codebook of Table 7.1 meets this criterion. The rationale for limiting the codebook alphabet
to {±1, ±j} was reduction in UE complexity in calculating channel quality information (CQI)
by avoiding the need for computing matrix/vector multiplication. The codebook of Table 7.2
also exhibits a nested property, that is, lower rank precoders are a subset of the higher rank
precoder. The first rank-2 precoder is a 2 × 2 identity matrix that enables a simple trans-
mission of two layers from the two antenna ports. This precoder is only used for open-loop
MIMO spatial multiplexing without precoding feedback. Also, there are no rank-1 precoder
vectors corresponding to the 2 × 2 identity matrix. This is because each column of the 2 × 2
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Table 7.1. Codebook for transmission on antenna ports p = 0, 1.

Number of layers

Codebook index υ = 1 υ = 2

0
W {1}

0√
2

= 1√
2

[
1
1

]
I {12}√

2
= 1√

2

[
1 0
0 1

]

1
W {2}

0√
2

1√
2

[
1

−1

]
W {12}

0
2 = 1

2

[
1 1
1 −1

]

2
W {1}

2√
2

= 1√
2

[
1
j

]
W {12}

2
2 = 1

2

[
1 1
j −j

]

3
W {2}

2√
2

= 1√
2

[
1
−j

]
-

identity matrix means physical antenna port selection that leads to a non-constant modulus
transmissions scheme because the power from the two antenna ports cannot be used for rank-1
transmission.

7.4.2 Precoding for four antenna ports

For four antenna ports precoding, both DFT-based and householder-transform-based code-
books were extensively discussed and evaluated. A DFT codebook can be obtained by setting
N = 4 in Equation (7.12). An example of a DFT precoder for the case of g = 0 is given
below:

W0 = 1√
4




1 1 1 1
1 ejπ/2 ejπ ej3π/2

1 ejπ ej2π ej3π

1 ej3π/2 ej3π ej9π/2


 = 1√

4




1 1 1 1
1 j −1 −j
1 −1 1 −1
1 −j −1 j


 . (7.14)

Other DFT precoders can be obtained by setting G equal to the number of 4 × 4 matrices
desired and g = 0, 1, 2, . . . , (G − 1). In the performance analysis of DFT-based and House-
holder codebooks, it was observed that both codebooks can provide similar performance under
similar complexity constraints. Therefore, the choice of codebook was more a matter of taste
and the decision was in favor of using a codebook based on the Householder principle.

An N × N Householder matrix is defined as follows [2]:

W = IN − 2uuH , ‖u‖ = 1. (7.15)

This represents a reflection on the unit vector u in N -dimensional complex space, which is a
unitary operation. u is also referred to as the generating vector. Assuming a generating vector
uT

0 = [
1 −1 −1 −1

]
, the 4 × 4 Householder matrix is given as below:

W0 = I4 − 2u0uH
0 / ‖u0‖2 = 1

2




1 1 1 1
1 1 −1 −1
1 −1 1 −1
1 −1 −1 1


 . (7.16)
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The four-antenna ports codebook given in Table 7.2 uses a total of 16 generating vectors
{u0, u1, . . . u15}. These 16 generating vectors result in sixteen 4 × 4 Householder matrices,
which form the precoders for rank-4 transmissions. The precoders for lower ranks are obtained
by column subset selection from the rank-4 precoders. The rank-1 precoders always consist
of the first column of the matrix. The codebook of Table 7.2 also exhibits a nested property,
that is, lower rank precoders are a subset of the higher rank precoder for the same generating

vector. For example, for the first rank-4 precoder W {1234}
0

/
2 consisting of W0, the rank-1,

2 and 3 precoders W {1}
0 , W {14}

0

/√
2, W {124}

0

/√
3 consist of column 1, columns (1,4) and

columns (1,2,4) respectively.
As for the case of two-antenna ports codebook, an important criterion for codebook design

was the constant modulus property, which is beneficial for avoiding an unnecessary increase
in PAPR thereby ensuring power amplifier balance. Similarly, to reduce UE complexity,
the alphabet size is limited to QPSK {±1, ±j} and 8-PSK {±1, ±j, ±1 ± j} alphabets. This
constraint avoids the need for computing matrix/vector multiplication. For each of the matrices
in the Householder codebook, most of the elements take values from the QPSK alphabet set
{±1, ±j}. For 4 out of 16 matrices, some of the elements are taken from the 8PSK alphabet
set {±1, ±j, ±1 ± j}. The codebook design achieves chordal distances [3, 4] of 0.7071, 1.0
and 0.7071 for rank-1, rank-2 and rank-3 respectively.

7.4.3 Precoding operation

The symbols at the output of precoding for antenna port p, y(p)(i) are given as:


y(0)(i)
...

y(P−1)(i)


 = W (i)




x(0)(i)
...

x(υ−1)(i)


 P = 1, 2, 4 P ≥ υ = 1, 2, 3, 4, (7.17)

where W (i) is size P × υ precoding matrix, P is number of ports and υ (≤ P) is number of
layers transmitted.

An example of rank-2 precoding for two and four antenna ports transmissions is shown

in Figure 7.9. We assumed the precoders W {12}
1

/
2 and W {14}

0

/√
2 for two and four antenna

ports respectively. For the case of two antenna ports, the symbols at the output of precoding
for antenna ports 0 and antenna port 1 y(0)(i) and y(1)(i) are written as:[

y(0)(i)
y(1)(i)

]
= 1

2

[
1 1
j −j

] [
x(0)(i)
x(1)(i)

]
= 1

2

[
x(0)(i)+ x(1)(i)
jx(0)(i)− jx(1)(i)

]
i = 0, 1, . . . , M layer

symb−1,

(7.18)
where x(0) (i)and x(1) (i) represent modulation symbols from codewords 1 and 2 respectively.
In the case of four antenna ports, the symbols for antenna ports 0, 1, 2 and 3, y(0)(i), y(1)(i),
y(2)(i) and y(3)(i) are given as:


y(0)(i)
y(1)(i)
y(2)(i)
y(3)(i)


 = 1√

2




1 1
1 −1
1 −1
1 1



[

x(0)(i)
x(0)(i)

]
= 1

2




x(0)(i)+ x(1)(i)
x(0)(i)− x(1)(i)
x(0)(i)− x(1)(i)
x(0)(i)+ x(1)(i)




i = 0, 1, . . . , M layer
symb − 1. (7.19)
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Figure 7.9. An example of rank-2 precoding for two and four antenna port transmissions.

7.5 CDD-based precoding

The LTE system also supports a composite precoding by introducing a cyclic delay diversity
(CDD) precoder on top of the precoders described in the previous section. Two flavors of CDD
precoding namely small-delay CDD and large-delay CDD precoding were considered. The
goal of small-delay precoding is to introduce artificial frequency selectivity for opportunistic
scheduling gains [5] with low feedback overhead while the large-delay CDD achieves diversity
by making sure that each MIMO codeword is transmitted on all the available MIMO layers.

Both the small-delay and large-delay CDD schemes were incorporated in the LTE standard.
However, the small-delay CDD was removed from the specification at the later stages because
the scheduling gains promised were small, particularly when feedback-based precoding can
be employed for closed-loop MIMO operation.

7.5.1 Small-delay CDD precoding

For small-delay cyclic delay diversity (CDD), the precoding is a composite precoding of
CDD-based precoding defined by matrix D(i) and precoding matrix W (i) as given by the
relationship below:


y(0)(i)
...

y(P−1)(i)


 = D(i)× W (i)×




x(0)(i)
...

x(υ−1)(i)


 P = 1, 2, 4 P ≥ υ = 1, 2, 3, 4,

(7.20)
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where W (i) is size P ×υ precoding matrix, P is number of ports, υ (≤ P) is number of layers
transmitted and D(i) is a diagonal matrix for support of cyclic delay diversity. In the case of
two antenna ports, the CDD diagonal matrix D(i) is given as:

D(i) =
[

1 0

0 e−j 4π ·i
η

]
. (7.21)

In the case of four antenna ports, the CDD diagonal matrix D(i) is given as:

D(i) =




1 0 0 0

0 e−j 2π ·i
η 0 0

0 0 e−j 4π ·i
η 0

0 0 0 e−j 6π ·i
η


 , (7.22)

where η is the smallest number from the set {128, 256, 512, 1024, 2048} such that η ≥(
N DL

RB × N RB
sc

)
. N DL

RB is the number of resource blocks within the downlink system band-
width and N RB

sc is the number of subcarriers within a resource block. A resource element
is uniquely defined by the index pair (k , l) in a slot with k = 0, ...,

(
N DL

RB N RB
sc − 1

)
and

l = 0, ...,
(
N DL

symb − 1
)
, where k and l represent the indices in the frequency and time domains,

respectively. The CDD precoding is applied in the frequency-domain and does not change
across time (OFDM symbols) within a subframe.

The power spectral density for two and four antenna ports small-delay CDD as a function
of resource element frequency-domain index is plotted in Figure 7.10. We assumed the case of
10 MHz system bandwidth with N DL

RB × N RB
sc = 600, which results in η = 1024. This means
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Figure 7.10. Power spectral density for two and four antenna ports small-delay CDD.
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Table 7.3. Small-delay CDD phase shifts per RE for 2 and 4 antenna ports.

Two antenna ports phase Four antenna ports phase
shift per RE [degrees] shift per RE [degrees]

NDL
RB × NRB

sc η Port 0 Port 1 Port 0 Port 1 Port 2 Port 3

300 512 0 1.40 0 0.70 1.40 2.10
600 1024 0 0.70 0 0.35 0.70 1.05
1200 2048 0 0.35 0 0.175 0.35 0.53

that for two antenna ports, small delay CDD results in a phase shift of 4π radians (720◦)
from the second antenna port across 1024 resource elements (subcarriers). This represents a
phase shift of approximately 0.7 ◦ from one resource element to the next. The total phase shift
across 600 resource elements is approximately 422 degrees. Therefore, small-delay CDD for
two antenna ports results in at least one cycle that is 2π radians (360 ◦) phase shift across the
system bandwidth.

In the case of four antenna ports, small-delay CDD results in a total phase shift of 2π radians
(360 ◦), 4π radians (720 ◦) and 6π radians (1080 ◦) from the second, third and fourth antenna
ports respectively across 1024 resource elements. The means that the composite CDD effect
across four antenna ports results in a complete cycle over 1024 resource elements. This is why
we do not see a complete cycle of CDD across 600 resource elements in Figure 7.10 for the
four-antenna-ports case. The selection of small-delay CDD parameters is a tradeoff between
assuring sufficient frequency-selectivity within the system bandwidth while minimizing the
phase shift from one subcarrier (RE) to the next. We give phase shifts per RE for two and four
antenna ports in Table 7.3. In general, a user is allocated one or more resource blocks with
a resource block consisting of 12 contiguous subcarriers. It is then desirable to keep the fre-
quency selectivity to a minimum within the allocated bandwidth. This requires that phase shift
per RE is very small. On the other hand we want to introduce sufficient frequency selectivity
across the total bandwidth so that a user can see updates on parts of the bandwidth. This is why
at least one cycle of CDD across the system bandwidth (600 resource elements, for example)
guarantees that a given user experiences upfades at some parts of the bandwidth. However,
when a complete cycle of CDD is not present within the system bandwidth, a user can still
experience upfades at some parts of the bandwidth. However, it is not guaranteed that these
upfades will appear in each subframe. The user will, however, experience upfades in at least
some subframe due to the time-varying nature of the channel. The CDD parameters selection
for the case of four antenna ports was based on the tradeoff of introducing frequency selectiv-
ity over the system bandwidth while minimizing selectivity within the bandwidth allocated
to a UE.

The goal of small-delay CDD precoding is to provide gains by exploiting frequency
selectivity introduced via multi-user scheduling. We show power spectral density for two-
antenna-ports small-delay CDD for four different users in Figure 7.11. We assumed that the
phase shift between antenna port 0 and antenna port 1 due to wireless channel for users 1, 2,
3 and 4 is 0, 90, 180 and 270 degrees. When small-delay CDD is applied, these four users see
upfades in different parts in frequency. These four users can then be scheduled in the regions
where they see upfades, resulting in system throughput improvement.
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As an example, we show power spectral density for four-antenna-ports small-delay CDD
for four different users in Figure 7.12. In this case, we assumed random phase shifts for
different antennas of different users. We note that when small-delay CDD is applied, these
four users see upfades in different parts in frequency due to the random nature of the phases
applied from different transmit antennas. Note that CDD phase shifts are applied on top of
the random phases due to the wireless channel. The goal with CDD phase shifts is to create
frequency selectivity when the wireless channel happens to be flat. In the example of Figure
7.12, the CDD phase shifts are frequency dependent while the random phase shifts for different
users on different antennas are frequency independent. We note that these four users can be
scheduled in the regions where they see upfades. We also remark that the upfades introduced
due to four-antenna-ports small-delay CDD are larger than the two-antenna ports case. This
is explained by the fact that with signals from four antenna ports combining coherently, the
upfades can be as high as 6 dB relative to the flat-fading reference while with two antenna
ports, the maximum upfade is limited to 3 dB.

7.5.2 Large delay CDD precoding

For large-delay cyclic delay diversity (CDD), the precoding is a composite precoding of
CDD-based precoding defined by matrix D(i) and precoding matrix W (i) as given by the
relationship below:




y(0)(i)
...

y(P−1)(i)


 = W (i)×D(i)×U ×




x(0)(i)
...

x(υ−1)(i)


 P = 1, 2, 4 P ≥ υ = 1, 2, 3, 4,

(7.23)
where W (i) is size P × υ precoding matrix, P is number of ports and υ (≤ P) is number of
layers transmitted, D(i) is υ × υ diagonal matrix, U is a υ × υ DFT matrix for each number
of layers transmitted and i represents modulation symbol index within each of the layers with

i = 0, 1, ...,
(
M layer

symb − 1
)
.

In the case of two layers, the large-delay CDD diagonal matrix D(i) and fixed DFT matrix
U are given as:

D2×2(i) =
[

1 0
0 e−j2π i/2

]
, U2×2 = 1√

2

[
1 1
1 e−j2π/2

]
= 1√

2

[
1 1
1 −1

]
.

(7.24)
The CDD diagonal matrix D(i) for odd and even i is written as:

D2×2 (i) =



[

1 0
0 −1

]
i = 1, 3, . . .[

1 0
0 1

]
i = 0, 2, . . .

(7.25)

We note that CDD diagonal matrix D(i) represents a relative phase shift between two
antenna ports of either zero or 180 degrees for even and odd i respectively. The composite
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effect of large-delay CDD precoding and fixed DFT matrix U can be expressed as:

D2×2 (i)× U2×2 =



[

1 0
0 −1

]
× 1√

2

[
1 1
1 −1

]
= 1√

2

[
1 1

−1 1

]
i = 1, 3, . . .[

1 0
0 1

]
× 1√

2

[
1 1
1 −1

]
= 1√

2

[
1 1
1 −1

]
i = 0, 2, . . .

(7.26)
We remark that the composite effect of large-delay CDD precoding and fixed DFT matrix

U is simply cyclic permutation of columns of the DFT matrix U .
For odd i, the symbols transmitted from antenna ports 0 and 1, y(0)(i), y(1)(i), are given as:

[
y(0)(i)
y(1)(i)

]
= D2×2(i)× U2×2 ×

[
x(0)(i)
x(1)(i)

]
= 1√

2

[
1 1

−1 1

]
×
[

x(0)(i)
x(1)(i)

]

= 1√
2

[
x(0)(i)+ x(1)(i)

−x(0)(i)+ x(1)(i)

]
.

(7.27)

Similarly for even i, the symbols transmitted from antenna ports 0 and 1, y(0)(i), y(1)(i),
are given as:

[
y(0)(i)
y(1)(i)

]
= D2×2(i)× U2×2 ×

[
x(0)(i)
x(1)(i)

]
= 1√

2

[
1 1
1 −1

]
×
[

x(0)(i)
x(1)(i)

]

= 1√
2

[
x(0)(i)+ x(1)(i)
x(0)(i)− x(1)(i)

]
.

(7.28)

The above operations are shown schematically in Figure 7.13. It can be noted that for
odd i, the modulation symbols from codeword 0 are transmitted such that symbol x(0)(i) is
transmitted from antenna port 0 while −x(0)(i) is transmitted from antenna port 1. On the other
hand, the modulation symbols from codeword 1 are transmitted such that the same symbol
x(1)(i) is transmitted from both antenna port zero and antenna port 1. For even i, the layer 0
and layer 1 are switched and symbols from codeword 0 are transmitted such that the same
symbol x(0)(i) is transmitted from both antenna port 0 and antenna port 1. The symbols from
codeword 1 are transmitted such that symbol x(1)(i) is transmitted from antenna port 0 while
symbol −x(1)(i) is transmitted from antenna port 1. This operation of switching layers results
in transmission of symbols from codeword 1 and codeword 2 on both the layers. This way
both the codewords experience the average SINR of the two layers.

In the case of three layers transmission, the large-delay CDD diagonal matrix D(i) and
fixed DFT matrix U are given as:

D3×3(i) =

 1 0 0

0 e−j2π i/3 0
0 0 e−j4π i/3


, U3×3 = 1√

3


 1 1 1

1 e−j2π/3 e−j4π/3

1 e−j4π/3 e−j8π/3


 .

(7.29)

The diagonal elements in the CDD matrix D(i) denote phase shifts by 0, 120 and 240
degrees. For i = 0, the CDD diagonal matrix D(i) is simply an identity matrix. Therefore,
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Figure 7.13. Large-delay CDD precoding for two-antenna-ports transmission.

the composite effect of the CDD diagonal matrix D(i) and U results in the matrix U itself.
For i = 1, 2, the composite effect of the CDD diagonal matrix D(i) and DFT matrix U are
given as:

D (1)3×3 × U3×3 = 1√
3


 1 1 1

e−j2π/3 e−j4π/3 1
e−j4π/3 e−j8π/3 1


 ,

D3×3 (2)× U3×3 = 1√
3


 1 1 1

e−j4π/3 1 e−j2π/3

e−j8π/3 1 e−j4π/3


 . (7.30)

It can be noted that i = 1, 2 results in cyclic shifts of the matrix U by i times. This means
that the modulation symbols from codewords 1 and 2 will be transmitted from each of the
layers. The codewords SINR is the average of the SINR across the three layers.

In the case of four layers transmission, the large delay CDD diagonal matrix D(i) and fixed
DFT matrix U are given as:

D4×4 (i) =




1 0 0 0
0 e−j2π i/4 0 0
0 0 e−j4π i/4 0
0 0 0 e−j6π i/4


 (7.31)

U4×4 = 1√
4




1 1 1 1
1 e−j2π/4 e−j4π/4 e−j6π/4

1 e−j4π/4 e−j8π/4 e−j12π/4

1 e−j6π/4 e−j12π/4 e−j18π/4


 = 1√

4




1 1 1 1
1 −j −1 j
1 −1 1 −1
1 j −1 −j


 .

(7.32)
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The diagonal elements in the CDD matrix D(i) denote phase shifts by 0, 90, 180 and 270
degrees. Let us represent the four columns of the matrix U as four vectors as below:

u0 =




1
1
1
1


 , u1 =




1
−j
−1
j


 , u2 =




1
−1
1

−1


 , u3 =




1
j

−1
−j


 . (7.33)

Also, let us now see the composite effect of CDD diagonal matrix D(i) and DFT matrix U
for i = 0, 1, 2, 3, . . . as below:

D4×4 (0)× U4×4 = [u0, u1, u2, u3]

D4×4 (1)× U4×4 = [
u1, u2, u3, u0

]
D4×4 (2)× U4×4 = [u2, u3, u0, u1] (7.34)

D4×4 (3)× U4×4 = [u3, u0, u1, u2]

D4×4 (4)× U4×4 = D4×4 (0)× U4×4

...

Again, we note that i = 0, 1, 2, 3, . . . results in cyclic shifts of the matrix U by i times. Since
there are four columns, the matrix repeats after cyclic shift by four times. This means that the
modulation symbols from codeword 1 and codeword 2 will be transmitted from each of the
four layers. The codewords SINR is therefore the average of the SINR across the four layers.

7.6 Open-loop spatial multiplexing

A transmission diversity scheme is used for rank-1 open-loop transmissions. However, for
rank greater than one, the open-loop transmission scheme uses large-delay CDD along with
a fixed precoder matrix for the two-antenna-ports P = 2 case, while precoder cycling is used
for the four-antenna-ports P = 4 case. The fixed precoder used for the case of two antenna
ports is the identity matrix. Therefore, the precoder for data resource element index i, denoted
by W (i), is simply given as:

W (i) = 1√
2

[
1 0
0 1

]
. (7.35)

We note that this fixed precoder is the first rank-2 precoder from Table 7.1. This 2 × 2
identity matrix is only used for open-loop spatial multiplexing for the case of two antenna
ports. The other two rank-2 precoders could also be considered for open-loop spatial multi-
plexing transmission. However, a concern was fixed beam-forming patterns introduced by the
second and third rank-2 precoder from Table 7.1 when used for open-loop spatial multiplexing
transmission without precoding feedback.

7.6.1 Precoder cycling for four antenna ports

We noted that large-delay CDD enables each MIMO codeword to experience average SINR
across layers. This makes the codeword transmissions robust to layer SINR fluctuations due to
CQI feedback delays and inter-cell interference variations, etc. The large-delay CDD allows
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Table 7.4. Precoding matrices used for precoder cycling.

Number of layers υ

Precoding matrix 2 3 4

C1 W {1}
12 W {12}

12

/√
2 W {123}

12

/√
3

C2 W {1}
13 W {13}

13

/√
2 W {123}

13

/√
3

C3 W {1}
14 W {13}

14

/√
2 W {123}

14

/√
3

C4 W {1}
15 W {12}

15

/√
2 W {123}

15

/√
3

SINR averaging for a given channel realization. However, for open-loop spatial multiplexing
without precoding feedback, further diversity can be introduced by precoder cycling with each
precoder providing a different realization of layers SINR.Aprecoder cycling approach is used
for open-loop spatial multiplexing transmission mode for the case of four antenna ports P = 4
only.Adifferent precoder is used every υ data resource elements, where υ denotes the number
of transmission layers in the case of spatial multiplexing. In particular, the precoder for data
resource element index i, denoted by W (i), is selected according to W (i) = Ck , where k is
the precoder index given by:

k = mod

(⌈
i + 1

υ

⌉
− 1, 4

)
+ 1 = mod

(⌊
i

υ

⌋
, 4

)
+ 1 k = 1, 2, 3, 4, (7.36)

where the precoder matrices C1, C2, C3, C4 are given in Table 7.4. We note that the precoder
matrices C1, C2, C3, C4 corresponds to precoder indices 12, 13, 14 and 15 respectively in
Table 7.2. The precoder cycling for four antenna ports P = 4 and υ = 2, 3, 4 is schematically
shown in Figure 7.14. The precoder is changed everyυ = 2, 3, 4 layers in order to be consistent
with the large delay CDD operation, which requiresυ resource elements to enable transmission
of modulation symbols from each codeword across υ = 2, 3, 4 layers. The overall effect of
precoder cycling and large-delay CDD is that precoder cycling enables different layer SINR
realizations while large-delay CDD makes sure that each codeword is transmitted across all
the υ layers.

7.6.2 Downlink multi-user MIMO

In single-user MIMO, all the spatial layers within allocated resource blocks are addressed to
the same UE. In the case of multi-user MIMO [6], different spatial layers can be addressed to
different UEs. Therefore, single-user MIMO can improve both UE peak data rates as well as
cell capacity. On the other hand the basic form of multi-user MIMO, where at most one layer is
addressed to a UE, does not improve the UE peak data rate. However, under correlated antenna
scenarios, multi-user MIMO can improve cell capacity as orthogonal spatial beams can be
created for UEs at different spatial locations in the cell. Under these correlated situations,
single-user MIMO performance degrades due to channel rank limitation.

The LTE system supports multi-user MIMO for the correlated channel conditions with
single layer transmission to a UE. The standard does not limit the number of UEs that can
be scheduled using the same resource blocks. The single-user MIMO codebooks for two and
four antenna ports are reused for multi-user MIMO. Only rank-1 precoders are needed for
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Figure 7.14. Precoder cycling for four antenna ports P = 4 and υ = 2, 3, 4.

multi-user MIMO because from a UE perspective there is always a single layer transmission.
A downlink power offset is defined to support multi-user MIMO in the downlink. The power
offset information is required for multi-user MIMO scheduling in the downlink because when
more than one UE is scheduled on the same resource blocks, the total power is shared among
the UEs. The two power offset values represent a power offset of 0 or −3 dB relative to the
single user transmission power offset signaled by higher layers.

7.6.3 Summary

The LTE system supports up to 4 × 4 MIMO in the downlink to achieve peak data rates in
excess of 200 Mb/s. For closed-loop MIMO operation based on precoding feedback from the
UE, a DFT codebook and a Householder codebook are specified for two and four transmission
antenna ports respectively. Both the codebooks exhibit a nested property, that is, lower rank
precoders are a subset of the higher rank precoders. This allows eNB to override rank and use
a lower rank precoder when the amount of data to be transmitted is less than that which can be
transmitted using all the available MIMO layers. Moreover, both the DFT and Householder
codebooks are constant-modulus enabling full utilization of transmission power from all the
antenna ports.

The LTE system also supports a composite precoding by introducing cyclic delay diver-
sity (CDD) precoder in conjunction with a DFT or Householder precoder for two and four
transmission antenna ports respectively. Two flavors of CDD precoding namely small-delay
CDD and large-delay CDD precoding were considered. The goal of small-delay precoding is
to introduce artificial frequency selectivity for scheduling gains while the large-delay CDD
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achieves diversity by making sure that each MIMO codeword is transmitted on all the avail-
able MIMO layers. The small-delay CDD was removed from the specification at the later
stages because the scheduling gains promised by small-delay CDD are small particularly
when feedback based precoding can be employed for closed-loop MIMO operation.

A 2 × 2 identity matrix precoder is used for open-loop MIMO transmission for the case
of two antenna ports. A precoder cycling approach on top of large-delay CDD is used for
open-loop spatial multiplexing transmission mode for the case of four antenna ports.

The first release of the LTE system does not support single-user MIMO spatial multiplexing
in the uplink. However, multi-user MIMO operation where two UEs are scheduled on the same
resource blocks in the same subframe is permitted. In this case, the eNB utilizes degrees of
freedom provided by multiple receive antennas by using, for example, MMSE processing to
separate signals from the two UEs. The multi-user MIMO operation in the uplink can improve
the cell capacity but does not help to improve the UE peak data rates.
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8 Channel structure and bandwidths

A major design goal for the LTE system is flexible bandwidth support for deployments in
diverse spectrum arrangements. With this objective in mind, the physical layer of LTE is
designed to support bandwidths in increments of 180 kHz starting from a minimum bandwidth
of 1.08 MHz. In order to support channel sensitive scheduling and to achieve low packet
transmission latency, the scheduling and transmission interval is defined as a 1 ms subframe.
Two cyclic prefix lengths namely normal cyclic prefix and extended cyclic prefix are defined
to support small and large cells deployments respectively. A subcarrier spacing of 15 kHz is
chosen to strike a balance between cyclic prefix overhead and robustness to Doppler spread.
An additional smaller 7.5 kHz subcarrier spacing is defined for MBSFN to support large delay
spreads with reasonable cyclic prefix overhead. The uplink supports localized transmissions
with contiguous resource block allocation due to single-carrier FDMA. In order to achieve
frequency diversity, inter-subframe and intra-subframe hopping is supported. In the downlink,
a distributed transmission allocation structure in addition to localized transmission allocation
is defined to achieve frequency diversity with small signaling overhead.

8.1 Channel bandwidths

The LTE system supports a set of six channel bandwidths as given in Table 8.1. We note that the
transmission bandwidth configuration BWconfig is 90% of the channel bandwidth BWchannel

for 3–20 MHz. For 1.4 MHz channel bandwidth, the transmission bandwidth is only 77%
of the channel bandwidth. Therefore, LTE deployment in the small 1.4 MHz channel is less
spectrally efficient than the 3 MHz and larger channel bandwidths. The relationship between
the channel bandwidth BWchannel and the transmission bandwidth configuration NRB is shown
in Figure 8.1. The transmission bandwidth configuration in MHz is given as:

BWconfig =
(

NRB × N RB
SC ×�f

1000

)
, (8.1)

where �f = 15 kHz is the subcarrier spacing. The channel edges are defined as the lowest
and highest frequencies of the carrier separated by the channel bandwidth, that is at:

Fc ± BWchannel, (8.2)

where Fc is the carrier center frequency.
The spacing between carriers depends on the deployment scenario, the size of the fre-

quency block available and the channel bandwidths. The nominal channel spacing between
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Table 8.1. Transmission bandwidth configuration BWconfig in LTE channel
bandwidths.

Channel bandwidth Transmission bandwidth Transmission bandwidth
BWchannel [MHz] configuration NRB configuration BWconfig [MHz]

1.4 6 1.08
3 15 2.7
5 25 4.5

10 50 9
15 75 13.5
20 100 18.0
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Figure 8.1. Definition of channel bandwidth and transmission bandwidth configuration for one LTE
carrier.

two adjacent LTE carriers is defined as the following:

�fnominal =
(
BW channel(1) + BW channel(2)

)
2

, (8.3)

where BW channel(1) and BW channel(2) are the channel bandwidths of the two respective LTE
carriers. The channel spacing can be adjusted to optimize performance in a particular deploy-
ment scenario. The channel raster is 100 kHz, which means that the carrier center frequency
is always an integer multiple of 100 kHz.

8.2 UE radio access capabilities

The LTE system supports five UE categories with different radio access capabilities as sum-
marized in Table 8.2. The total layer 2 buffer size is defined as the sum of the number of bytes
that the UE is capable of storing in the radio link control (RLC) transmission windows and
RLC reception and reordering windows for all radio bearers. At the time of writing, it is still
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Table 8.2. Parameter values set by the UE category.

Downlink Uplink

UE
Category

Total layer
2 buffer size
[KBytes]

Maximum
number of
bits per
transport
block per
TTI

Maximum
number of
bits per TTI

Total
number of
soft channel
bits

Maximum
number of
MIMO
layers

Maximum
number of
bits per
TTI

Category 1 138 10 296 10 296 250 368 1 5160
Category 2 687 51 024 51 024 1 237 248 2 25 456
Category 3 1373 102 048 75 376 1 237 248 2 51 024
Category 4 1832 150 752 75 376 1 827 072 2 51 024
Category 5 3434 302 752 151 376 3 667 200 4 75 376

(64-QAM)

being discussed whether it should be possible for the UE to report the uplink and downlink
buffer size separately, which means that buffers are not shared between the uplink and the
downlink.

The four parameters defined for the downlink include maximum number of bits per TTI,
maximum number of bits per transport block per TTI, total number of soft channel bits and
maximum number of MIMO layers. The maximum number of bits per TTI is the maximum
number of DL-SCH transport blocks bits that the UE is capable of receiving within a DL-SCH
TTI. In the case of spatial multiplexing, this is the sum of the number of bits delivered in each
of the two transport blocks. With TTI of 1 ms, the downlink peak data rates, for example,
for category 4 and 5 UEs are 150 and 302 Mb/s respectively. The maximum number of bits
per transport block per TTI is the maximum number of DL-SCH transport block bits that
the UE is capable of receiving in a single transport block within a DL-SCH TTI. A single
transport block is used for a single MIMO layer transmission. We note that the minimum
downlink data rate supported is approximately 10 Mb/s for category 1 UEs. The parameter
soft channel bits indicates the total number of soft channel bits available for hybrid ARQ
processing. This parameter is used for deciding whether a hybrid ARQ retransmission is
in Chase combining mode (retransmitting the same redundancy version) or in incremental
redundancy mode (retransmitting a different redundancy version) as discussed in Chapter 11,
Section 11.7.3.

The uplink peak data rates, for category 4 and 5 are 51 and 75 Mb/s respectively. In the
uplink, only category 5 UEs support 64-QAM modulation. It should also be noted that in the
first release of the LTE system, MIMO spatial multiplexing is not supported in the uplink.

8.3 Frame and slot structure

In the LTE system, uplink and downlink data transmissions are scheduled on a 1 ms subframe
basis.Asubframe consists of two equal duration (0.5 ms) consecutive time slots with subframe
number i consisting of slots 2i and (2i + 1). All the time durations are defined in terms of
the sample period Ts = 1

/
fs, where fs = 30.72 Msamples/sec. Some of the control signals

such as synchronization and broadcast control in the downlink are carried on a 10 ms radio
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frame basis, where a radio frame is defined to consist of 10 subframes as shown in Figure 8.2.
The transmission of the uplink radio frame number i from a UE starts NTA × Ts seconds
before the start of the corresponding downlink radio frame at the UE, where NTA represents
the timing offset between uplink and downlink radio frames at the UE in units of Ts. This
timing offset NTA is adjusted for each UE in order to make sure that signals from multiple
UEs transmitting on the uplink arrive at the eNode-B at the same time. Each slot is further
divided into N UL

symb SC-FDMA symbols or N DL
symb OFDM symbols for the uplink and downlink

respectively. A resource element is one subcarrier in a single OFDM or SC-FDMA symbol as
shown in Figure 8.2. A resource element is defined by the index pair (k , l) in a slot, where k
and l are the subcarrier and OFDM/SC-FDMA symbol index respectively.

8.3.1 Physical resource block

A physical resource block (PRB) is defined as N RB
SC consecutive subcarriers in the frequency-

domain and N UL
symb SC-FDMAsymbols in the uplink or N DL

symb OFDM symbols in the downlink.
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Figure 8.2. Downlink and uplink frame structure.
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Table 8.3. Physical resource block parameters.

Configuration NRB
sc NDL

symb NUL
symb

Normal cyclic prefix �f = 15 kHz 12 7 7
Extended cyclic prefix �f = 15 kHz 12 6 6

�f = 7.5 kHz 24 3 NA

A physical resource block therefore consists of
(
N UL

symb × N RB
SC

)
resource elements in the

uplink and
(
N DL

symb × N RB
SC

)
resource elements in the downlink. This corresponds to 180 KHz

bandwidth in the frequency-domain and one slot in the time-domain.The number of subcarriers
within a resource block N RB

SC is 12 or 24 for the case of 15 or 7.5 kHz subcarrier spacing
respectively as given in Table 8.3. The subcarrier spacing of 7.5 kHz is only used for the
case of MBSFN transmissions with extended cyclic prefix. The minimum number of resource
blocks within a slot is six (1.08 MHz transmission bandwidth) while the maximum number
of resource blocks within a slot is 110 (19.8 MHz transmission bandwidth).

The physical resource blocks are numbered from 0 to (NRB − 1) in the frequency domain.
The relation between the physical resource block number nPRB in the frequency domain and
resource elements (k , l) in a slot is given by:

nPRB =
⌊

k

N RB
sc

⌋
. (8.4)

8.3.2 Slot structure

The detailed slot structure is shown in Figure 8.3. A slot consists of 7 or 6 SC-FDMA or
OFDM symbols for the case of normal and extended cyclic prefix respectively. The nor-
mal cyclic prefix length is 5.2 µs (160 × Ts) in the first SC-FDMA or OFDM symbol and
4.7 µs (144 × Ts) in the remaining six symbols. For the case of unicast traffic, the subcar-
rier spacing is (�f = 15 KHz), which results in SC-FDMA or OFDM symbol duration of(
1
/
�f = 66.6 µs

)
. The overhead for the case of the normal cyclic prefix can be calculated

as below:

CP − OHnormal = 160 × Ts + 6 × 144 × Ts

7 × 2048 × Ts
= 7.14%. (8.5)

The cyclic prefix lengths of (160 × Ts) and (144 × Ts) were selected so that the result is
an integer number of samples for IFFT sizes of 128, 256, 512, 1024 and 2048. The number
of samples for the CP for IFFT size of NIFFT can be written as:

CPnormal-samples =




166 × NIFFT

2048
l = 0

144 × NIFFT

2048
l = 1, 2, . . . , 6

. (8.6)

In the case of extended cyclic prefix, the CP length of 16.6 µs (512 × Ts) is the same in
all the six symbols. This leads to a CP overhead of 25%. An extended CP length of 33.3µs
(1024 × Ts) for subcarrier spacing of (�f = 15 kHz) is defined for MBSFN traffic only.
The OFDM symbol duration of

(
1
/
�f = 133.3 µs

)
and CP duration of 33.3 µs (1024 × Ts)
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Figure 8.3. Slot structure for normal and extended cyclic prefix.

results in 25% overhead as well. In fact, the reason for defining a narrower subcarrier spacing
of (�f = 15 kHz) was to keep the overhead relatively low. If the CP duration is increased to
33.3 µs (1024 × Ts)while keeping the subcarrier spacing at (�f = 15 kHz), the CP overhead
would be 50%. Due to larger OFDM symbol duration for 7.5 kHz subcarrier spacing, only
three symbols are carried within a 0.5 ms slot.

8.4 Frame structure type 2

Frame structure type 2 is defined to support unpaired or time-division-duplex (TDD) operation.
In this case, each radio frame of length Tf = 307 200.Ts = 10 ms is divided into two half-
frames of length Tf = 153 600 ·Ts = 5ms each. Each half-frame consists of five subframes of
duration 1 ms each. The supported uplink–downlink configurations are shown in Figure 8.4.
A special subframe with the three fields DwPTS, GP and UpPTS is defined to allow switching
from downlink to uplink and vice versa. The length of DwPTS and UpPTS is given by
Table 8.4. The total length of DwPTS, GP and UpPTS is equal to 30720 · Ts = 1 ms. As for
the case of paired or FDD frame structure of Figure 8.2, all subframes which are not special
subframes in TDD are defined as two slots each of length Tslot = 15360 · Ts = 0.5 ms.

As shown in Figure 8.4, uplink–downlink configurations with both 5 and 10 ms downlink-to-
uplink switch-point periodicity are supported. We also note that in the case of 5 ms downlink-
to-uplink switch-point periodicity, the special subframe exists in both half-frames. A smaller
switch-point periodicity of 5 ms provides lower latency relative to 10 ms periodicity at the
expense of low efficiency due to an additional special subframe. This is because in the case
of 10 ms downlink-to-uplink switch-point periodicity, the special subframe exists in the first
half-frame only.
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Table 8.4. Configuration of special subframe in frame structure type 2.

Normal cyclic prefix Extended cyclic prefix
Special subframe
configuration DwPTS GP UpPTS DwPTS GP UpPTS

0 6592 · Ts 21 936 · Ts

2192 · Ts

7680 · Ts 20 480 · Ts

2560 · Ts
1 19 760 · Ts 8768 · Ts 20 480 · Ts 7680 · Ts
2 21 952 · Ts 6576 · Ts 23 040 · Ts 5120 · Ts
3 24 144 · Ts 4384 · Ts 25 600 · Ts 2560 · Ts

4 26 336 · Ts 2192 · Ts 7680 · Ts 17 920 · Ts

5120 · Ts5 6592 · Ts 19 744 · Ts

4384 · Ts

20 480 · Ts 5120 · Ts
6 19 760 · Ts 6576 · Ts 23 040 · Ts 2560 · Ts

7 21 952 · Ts 4384 · Ts - - -
8 24 144 · Ts 2192 · Ts - - -

D U U U D U U U

D U U D D U U D

D U D D D U D D

D U U U D D D D D

D U U D D D D D D

D U D D D D D D D

D U U U D U U D
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DwPTS UpPTSGPUplink-Downlink
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5ms

10ms

D Downlink subframe U Uplink subframe Special subframe

Figure 8.4. Uplink–downlink configurations in frame structure type 2.

The subframes 0 and 5 and DwPTS are always reserved for downlink transmission. UpPTS
and the subframe immediately following the special subframe are always reserved for uplink
transmission.

8.5 Downlink distributed transmission

In the LTE downlink, the virtual resource block (VRB) concept is defined to enable distributed
transmissions. A virtual resource block is of the same size as a physical resource block.
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Table 8.5. RB gap values.

Gap (Ngap)

System BW (NDL
RB ) 1st Gap (Ngap,1) 2nd Gap (Ngap,2)

6–10
⌈
NDL

RB /2
⌉

N/A

11 4 N/A
12–19 8 N/A
20–26 12 N/A
27–44 18 N/A
45–49 27 N/A
50–63 27 9
64–79 32 16
80–110 48 16

We can differentiate two types of virtual resource blocks namely virtual resource blocks of
localized type and virtual resource blocks of distributed type. For each type of virtual resource
blocks, a pair of virtual resource blocks over two slots in a subframe is assigned together
by a single virtual resource block number, nVRB. The virtual resource blocks of localized
type are mapped directly to physical resource blocks such that virtual resource block nVRB

corresponds to physical resource block nPRB = nVRB. The virtual resource blocks of localized
type are numbered from 0 to

(
N DL

VRB − 1
)
, where N DL

VRB = N DL
RB . The virtual resource blocks

of distributed type are numbered from 0 to
(
N DL

VRB − 1
)
, where N DL

VRB is given as:

N DL
VRB =




N DL
VRB,gap1 = 2 · min

[
Ngap,

(
N DL

RB − Ngap
)]

, Ngap = Ngap,1

N DL
VRB,gap1 =

⌊
NDL

RB
2Ngap

⌋
· 2Ngap, Ngap = Ngap,2,

(8.7)

where values of Ngap are given in Table 8.5. A single gap value Ngap,1 is defined for N DL
RB < 50

while two gap values Ngap,1 and Ngap,2 are defined for N DL
RB > 50. In the case of two gap

values, the gap value used is indicated by a 1-bit flag as part of the downlink scheduling
assignment.

Consecutive Ñ DL
RB VRB numbers compose a unit of VRB number interleaving where Ñ DL

VRB
is defined as:

Ñ DL
VRB =

{
N DL

VRB, Ngap = Ngap,1

2Ngap Ngap = Ngap,2.
(8.8)

Interleaving of VRB numbers of each interleaving unit is performed with four columns and
Nrow rows:

Nrow =
⌈
Ñ DL

VRB/(4P)
⌉

× P, (8.9)

where P is resource block group (RBG) size, which is a function of the system bandwidth
as given in Table 8.6. VRB numbers are written row-by-row in the rectangular matrix, and
read out column-by-column. Nnull nulls are inserted in the last Nnull/2 rows of the second and
fourth columns, where

Nnull = 4Nrow − Ñ DL
VRB. (8.10)
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Table 8.6. RBG sizes.

System bandwidth RBG size
NDL

RB (P)

≤ 10 1
11–26 2
27–63 3
64–110 4

The nulls are ignored when reading out. The VRB numbers mapping to PRB numbers
including interleaving are derived as follows:

nPRB(ns) =




ñPRB(ns), ñPRB(ns) <
Ñ DL

VRB

2

ñPRB(ns)+ Ngap − Ñ DL
VRB

2
ñPRB(ns) ≥ Ñ DL

VRB

2
,

(8.11)

where ñPRB(ns) for even slot number ns is given as:

ñPRB(ns) =




ñ′
PRB − Nrow Nnull �= 0, ñVRB ≥

(
Ñ DL

VRB − Nnull

)
, ñVRB mod 2 = 1

ñ′
PRB − Nrow + Nnull/2 Nnull �= 0, ñVRB ≥

(
Ñ DL

VRB − Nnull

)
, ñVRB mod 2 = 0

ñ′′
PRB − Nnull/2 Nnull �= 0, ñVRB <

(
Ñ DL

VRB − Nnull

)
, ñVRB mod 4 ≥ 2,

ñ′′
PRB otherwise,

(8.12)
where

ñ′
PRB = 2Nrow · (ñVRB mod 2)+

⌊
ñVRB

2

⌋
+ Ñ DL

VRB ·
⌊

nVRB

Ñ DL
VRB

⌋

ñ′′
PRB = Nrow · (ñVRB mod 4)+

⌊
ñVRB

4

⌋
+ Ñ DL

VRB ·
⌊

nVRB

Ñ DL
VRB

⌋
,

(8.13)

where
ñVRB = nVRB mod Ñ DL

VRB. (8.14)

The term

ñ′′
PRB = Nrow · (ñVRB mod 4)+

⌊
ñVRB

4

⌋
(8.15)

in (8.13), for example, implements the interleaver whereVRB numbers are written row-by-row
in the rectangular matrix with four columns, and read out column-by-column.

For an odd slot number ñPRB(ns) is derived based on the previous even slot number
ñPRB(ns − 1) and is given as:

ñPRB(ns) =
(

ñPRB(ns − 1)+ Ñ DL
VRB

2

)
mod Ñ DL

VRB + Ñ DL
VRB ·

⌊
nVRB

Ñ DL
VRB

⌋
. (8.16)

Let us consider a case of 3.0 MHz downlink bandwidth with
(
N DL

RB = 15
)

. From
Table 8.5, we obtain Ngap = Ngap,1 = 8. Further by using (8.7) and (8.8), we obtain the
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number ofVRBs N DL
VRB = 14 and also Ñ DL

VRB = 14.The number of rows Nrow in the interleaving
matrix are then determined as:

Nrow =
⌈

Ñ DL
VRB

(4P)

⌉
× P =

⌈
14

(4 × 2)

⌉
× 2 = 4. (8.17)

We note that the RBG size P for
(
N DL

RB = 15
)

equals 2 from Table 8.6. We show the
interleaving matrix in Figure 8.5 with Nnull = 2 as determined by (8.10). Let us now consider
a case where eNB allocates nVRB = 1, 2 in the downlink scheduling assignment. By using
(8.14) we have ñVRB = 1, 2. We obtain ñ′′

PRB = 4, 8 corresponding to ñVRB = 1, 2 by using
(8.13). Finally, by using (8.11) and (8.12), we get nPRB(0) = 4, 8 and nPRB(1) = 1, 11 for
even and odd slots respectively. The mapping to PRBs for this example is shown in Figure
8.6. We note that the transmitted PRBs are distributed across the system bandwidth in the two
slots to capture frequency diversity.

The localized or distributed VRB assignment is indicated by a 1-bit flag in downlink con-
trol information (DCI) formats 1A and 1B. The formats 1A and 1B are used for low overhead
compact scheduling of one PDSCH codeword as described in Chapter 15, Section 15.5.1. In
general, a distributed transmission could be signaled by bitmap-based allocation of resource
blocks at the expense of additional overhead. It should be noted that distributed VRB assign-
ment not only distributes the allocated PRBs in a slot but also hops the PRBs between the
two slots as shown in Figure 8.6. The overhead for the bitmap scheme would be even more to
indicate different PRB locations in the two slots. For the example in Figure 8.6, a slot-level
PRB bitmap would require 30-bits resource allocation overhead for

(
N DL

RB = 15
)
.

The benefit of distributed VRB assignment is that it allows achieving distributed PRBs
allocation in a slot and across the slots with low signaling overhead. In this case, the signaling
bits required for compact scheduling grant is simply (see Chapter 15, Section 15.4):

⌈
log2

(
N DL

RB (N
DL
RB + 1)/2

)⌉ = ⌈
log2 (15(15 + 1)/2)

⌉ = 7 bits. (8.18)

After adding a 1-bit flag to differentiate the localized or distributed VRB assignment,
the total overhead is only 8-bits. The difference in overhead between bitmap and compact
assignments would be even larger for system bandwidths with larger numbers of resource
blocks.
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.
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8.6 Uplink hopping

The uplink allocations in SC-FDMAare always contiguous to maintain the single-carrier prop-
erty as discussed in Chapter 5. Therefore, distributed resource allocation cannot be employed
to recuperate frequency diversity. However, resource hopping can be used to provide fre-
quency diversity while keeping the resource allocations contiguous. The LTE system allows
the configuration of either inter-subframe hopping or both inter-subframe and intra-subframe
hopping. In the case of intra-subframe hopping, resources are hopped across the two slots
within a subframe. It should be noted that hopping at SC-FDMAsymbol level is not permitted,
as there is a single reference signal symbol per slot. Moreover, no hopping transmissions mode
is supported to enable uplink frequency-selective scheduling where diversity can degrade
performance.

The uplink bandwidth is divided into Nsb subbands for uplink hopping purposes. The
hopping is then performed at the subband level. The size of each subband defined for hopping
purposes N sb

RB is given by:

N sb
RB =


(
N UL

RB − Ñ PUCCH
RB

)
Nsb

 . (8.19)
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The resources allocated for PUCCH transmission are excluded to determine the bandwidth
over which hopping is performed. Ñ PUCCH

RB is given as:

Ñ PUCCH
RB =

{
N PUCCH

RB + 1 N PUCCH
RB odd

N PUCCH
RB otherwise,

(8.20)

where N PUCCH
RB represents the number of resource blocks allocated for PUCCH transmission

in a slot. It should be noted that the number of resource blocks excluded due to PUCCH
transmission are always even. This is due to the PUCCH mapping at the two edges of the
bandwidth with slot-level hopping as described in Chapter 14.

In cases where uplink frequency hopping is disabled, the set of physical resource blocks to
be used for transmission are simply given by:

nPRB = nVRB, (8.21)

where nVRB is obtained from the uplink scheduling grant.
If uplink frequency hopping with a predefined hopping pattern is enabled, the set of physical

resource blocks to be used for transmission in slot ns is given by the scheduling grant together
with a predefined pattern according to:

nPRB(ns) =
[

nVRB − ⌈
N PUCCH

RB

/
2
⌉ + · · ·(

fhop (i) · N sb
RB

) ]
mod

(
N sb

RB · Nsb

)
+ ⌈

N PUCCH
RB

/
2
⌉

, (8.22)

where nVRB is obtained from the scheduling grant. The index i is incremented every subframe
for inter-subframe hopping and every slot for intra-subframe and inter-subframe hopping as:

i =
{ �ns/2� inter-subframe hopping

ns intra- and inter-subframe hopping.
(8.23)

The hopping function fhop(i) is given by:

fhop(i) =



0, Nsb = 1[
fhop(i − 1)+ 1

]
mod Nsb, Nsb = 2[

fhop(i − 1)+�fhop (i)+ 1
]

mod Nsb, Nsb > 2,
(8.24)

where the hopping offset �fhop is given as:

�fhop (i) =

 i·10+9∑

k=i·10+1

c(k)× 2k−(i·10+1)


 mod (Nsb − 1). (8.25)

Also fhop(−1) = 0 and the PN-sequence c(·) generator is initialized at the start of each
frame in a cell-specific manner as:

cinit = N cell
ID . (8.26)

In this way, hopping happens independently in each cell while avoiding resource collisions
due to hopping in the same cell. We note from (8.24) that for the case of a single subband Nsb =
1, no subband hopping is possible. For the case of two subbands Nsb = 2, the transmission
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Table 8.7. An example of hopping function fhop(i) for Nsb = 4.

fhop(i)

fhop(i − 1) �fhop = 0 �fhop = 1 �fhop = 2 �fhop = 3

0 1 2 3 0
1 2 3 0 1
2 3 0 1 2
3 0 1 2 3

is hopped from one subband to the other with every increment of i. An example of hopping
function fhop(i) for the case of four subbands Nsb = 4 is given in Table 8.7. We note that as
hopping offset �fhop takes random values based on the PN-sequence, the transmissions are
hopped from subband to subband in a random fashion. As the new subband information is
derived based on the previous subband and the random offset, there are no collisions due to
hopping. We note from Table 8.7 that �fhop = 0, 1, 2, 3 introduces cyclic shift of 1, 2, 3 and
0 subband units.

In addition to hopping, mirroring can also be applied to introduce further randomization. A
function fm(i) ∈ {0, 1} determines whether mirroring is used or not. The value of the mirroring
function fm(i) is derived based on the PN-sequence c(·).

fm(i) =
{

i mod 2 Nsb = 1
c(i · 10) Nsb > 1.

(8.27)

With mirroring, the set of physical resource blocks to be used for transmission in slot ns is
given by:

nPRB(ns) =
[

nVRB − ⌈
N PUCCH

RB

/
2
⌉ + ...(

fhop (i) · N sb
RB

) +�fm(i)

]
mod

(
N sb

RB · Nsb

)
+ ⌈

N PUCCH
RB

/
2
⌉

(8.28)

�fm(i) =
[(

N sb
RB − 1

)
− 2

((
nVRB − ⌈

N PUCCH
RB

/
2
⌉)

mod N sb
RB

)]
· fm(i). (8.29)

We give values of �fm with mirroring enabled, fm(i) = 1 for N UL
RB = 12, Nsb = 4

and N sb
RB = 3 in Table 8.8. For simplicity, we assumed that N PUCCH

RB = 0. We note that
while hopping function enables subband level hopping, the mirroring function swaps the
resource block within the subband as is also shown in Figure 8.7. In Figure 8.7, we assumed
�fhop = 1 and therefore subbands hop according to the third column in Table 8.7. With three
resource blocks per subband N sb

RB = 3, �fm = 0 means that the position within the subband
is not changed, which is the case for the resource blocks in the middle of the subband.
However, the resource blocks at the two edges of the subband swap positions as�fm = 2, −2
when fm(i) = 1.

8.7 Summary

The physical layer of LTE supports bandwidths in increments of a resource block starting
from a minimum bandwidth of six resource blocks. However, to minimize the number of test
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Table 8.8. Values of �fm with mirroring enabled, fm(i) = 1 for NUL
RB = 12, Nsb = 4 and

N sb
RB = 3.

nVRB 0 1 2 3 4 5 6 7 8 9 10 11

�fm 2 0 −2 2 0 −2 2 0 −2 2 0 −2

0

SB0 1

2

3

4

5

6

7

8

9

10

11

0

1

2

33

4

5

6

7

8

9

10

11

m1, 1hopf f∆ = ∆ =

SB1

SB2

SB3

11

Figure 8.7. An example of uplink hopping for NUL
RB = 12, Nsb = 4 and N sb

RB = 3.

scenarios a set of six channel bandwidths comprising 1.4, 3, 5, 10, 15 and 20 MHz is defined.
The actual transmission bandwidth is generally smaller than the channel bandwidth to pro-
vide the guard bands. For channel bandwidths of 3–20 MHz, the transmission bandwidth is
90% of the channel bandwidth leaving 10% of the channel bandwidth for guard bands on the
two edges.

In order to support various cell sizes with reasonable cyclic prefix overhead, two sets
of cyclic prefix lengths are defined. The overhead for the normal and extended cyclic pre-
fix is 7.14% and 25% respectively. A subcarrier spacing of 15 kHz is chosen to strike a
balance between cyclic prefix overhead and robustness to Doppler spread. An additional
smaller 7.5 kHz subcarrier spacing is defined for MBSFN to support large delay spreads with
reasonable cyclic prefix overhead.

The uplink supports only localized transmissions with contiguous resource block allocation
due to single-carrier FDMA. However, inter-subframe and intra-subframe hopping can be
applied to capture frequency diversity. Similarly, virtual resource blocks of the distributed
type can be used for frequency-diversity transmission in the downlink.
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9 Cell search and reference signals

A cell search procedure is used by the UEs to acquire time and frequency synchronization
within a cell and detect the cell identity. In the LTE system, cell search supports a scalable
transmission bandwidth from 1.08 to 19.8 MHz. The cell search is assumed to be based on
two signals transmitted in the downlink, the synchronization signals and broadcast control
channel (BCH).

The primary purpose of the synchronization signals is to enable the acquisition of the
received symbol timing and frequency of the downlink signal. The cell identity information
is also carried on the synchronization signals. The UE can obtain the remaining cell/system-
specific information from the BCH. The primary purpose of the BCH is to broadcast a certain
set of cell and/or system-specific information. After receiving synchronization signals and
BCH, the UE generally acquires information that includes the overall transmission bandwidth
of the cell, cell ID, number of transmit antenna ports and cyclic prefix length, etc.

The synchronization signals and BCH are transmitted using the same minimum bandwidth
of 1.08 MHz in the central part of the overall transmission band of the cell. This is because,
regardless of the total transmission bandwidth capability of an eNB, a UE should be able to
determine the cell ID using only the central portion of the bandwidth in order to achieve a fast
cell search.

The reference signals are used for channel quality measurements for scheduling, link adap-
tation and handoff, etc. as well as for data demodulation. In the downlink, three types of
reference signals are defined. For non-MBSFN transmissions in the downlink, two types
of reference signals are specified: cell-specific reference signals and UE-specific reference
signals. For MBSFN transmissions, MBSFN area specific reference signals are defined. In
the uplink, there are no common signals due to the many-to-one nature of uplink transmis-
sions. For data demodulation, UE-specific dedicated reference signals are transmitted. For
uplink channel quality measurements and power control, sounding reference signals can be
transmitted by the UE.

9.1 PN sequence

A pseudo-noise (PN) sequence is extensively used in the LTE system for various purposes
such as scrambling of reference signals, scrambling of downlink and uplink data transmissions
as well as in generating various hopping sequences.

9.1.1 Maximal length sequence

A PN sequence can be generated by using linear feedback shift registers (LFSR). The shift-
register sequences with the maximum possible period for an l-stage shift register are called
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maximal length sequences or m-sequences.Anecessary and sufficient condition for a sequence
generated by an LFSR to be of maximal length (m-sequence) is that its corresponding poly-
nomial be primitive. The periodic autocorrelation function for an m-sequence x(n) is defined
as:

R (k)
�= 1

M

(M−1)∑
n=0

x (n) x (n + k). (9.1)

The periodic autocorrelation function R (k) equals:

R (k) =
{

1.0 k = pM
− 1

M k �= pM .
(9.2)

We note that the autocorrelation of an m-sequence is 1 for zero-lag, and nearly zero (−1/M ,
where M is the sequence length) for all other lags. In other words, the autocorrelation of the
m-sequence can be said to approach unit impulse function as m-sequence length increases.

9.1.2 Gold sequence

The Gold sequences have been proposed by Gold in 1967 [1]. These sequences are constructed
by EXOR-ing two m-sequences of the same length as shown in Figure 9.1. Thus, for a Gold
sequence of length n = 2l −1 we need to use two LFSR sequences, each of length n = 2l −1. If
the LSFRs are chosen appropriately, Gold sequences have better cross-correlation properties
than m-sequences. Gold (and Kasami) showed that for certain well-chosen m-sequences, the
cross correlation only takes on three possible values, namely {−1, −t, (t − 2)}. Here t depends
solely on the length of the LFSR used. In fact, for an LFSR with l memory elements:

t =
{

2(l+1)/2 + 1, l, odd

2(l+2)/2 + 1, l, even.
(9.3)

9.1.3 PN-sequence generation in LTE

In LTE, the PN-sequences are defined by a length-31 Gold sequence as illustrated in Figure 9.2.
The output sequence c(n), where n = 0, 1, . . . , (MPN − 1), is defined by:

c(n) = (x1(n + NC)+ x2(n + NC)) mod 2. (9.4)

m-sequence generator
(LFSR)

m-sequence generator
(LFSR)

Initial values

x1 (n)

x2 (n)

c (n)

Initial values

Clock

Figure 9.1. A Gold sequence generator.
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D 31 + D 3 + 1

D 31 + D 3  + D 2 +  D  + 1

x1 (n)

c (n)

x2 (n)

Figure 9.2. PN scrambling code generation in the LTE system.

The first 1600 samples are discarded by setting NC = 1600. The two m-sequences x1(n)
and x2(n) are respectively generated by feedback polynomials D31 + D3 + 1 and D31 + D3 +
D2 + D + 1 as below:

x1(n + 31) = (x1(n + 3)+ x1(n)) mod 2

x2(n + 31) = (x2(n + 3)+ x2(n + 2)+ x2(n + 1)+ x2(n)) mod 2. (9.5)

The first m-sequence is initialized as:

x1(n) =
{

1 n = 0
0 0 < n < 31.

(9.6)

The initialization of the second m-sequence is given by:

cinit =
∑30

i=0
x2(i) · 2i, (9.7)

with the value depending on the application of the sequence. For example, when cinit is
determined based on a cell ID of 255, that is cinit = N cell

ID = 255, the second m-sequence
x2(n) is initialized as:

x2(n) =
{

1 n ≤ 8
0 8 < n < 31.

(9.8)

9.2 Zadoff−Chu (ZC) sequences

Zadoff–Chu (ZC) sequences [2] are also used extensively in the LTE system, for example,
for primary synchronization signals, uplink reference signals, uplink physical control channel
(PUCCH) and random access channel. A ZC sequence of length NZC is defined as:

xu(m) =

 e

−j πum2
NZC when NZC is even

e
−j πum(m+1)

NZC when NZC is odd
m = 0, 1, . . . , (NZC − 1) , (9.9)

where u, the sequence index, is relatively prime to NZC (that is, the only common divisor for
u and NZC is 1). For a fixed u, the ZC sequence has an ideal periodic auto-correlation property
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(i.e. the periodic auto-correlation is zero for all time shifts other than zero). For different u,
ZC sequences are not orthogonal, but exhibit low cross-correlation. If the sequence length
NZC is selected as a prime number, there are (NZC − 1) different sequences with periodic
cross-correlation of 1/

√
NZC between any two sequences regardless of time shift.

9.3 Downlink frame structure

The downlink transmissions in the LTE system are scheduled on a subframe basis.A subframe
of duration 1 ms consists of two slots each of duration 0.5 ms. A group of 20 slots (10 sub-
frames) forms a radio frame of duration 10 ms as shown in Figure 9.3. A slot further consists
of seven or six OFDM symbols for the normal cyclic prefix or extended cyclic prefix cases
respectively. In the case of 7.5 kHz subcarrier spacing defined for MBSFN and extended
cyclic prefix only, a slot consists of three OFDM symbols. For simplicity, we assume the case
of normal cyclic prefix with seven OFDM symbols per slot in Figure 9.3.

The cell-specific reference signals are carried in all downlink subframes. The downlink
unicast transmissions can be configured to use one, two or four antenna ports. The reference

Radio Frame = 10 ms

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19

Subframe
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7

62 subcarriers
used for either
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0 1 2 3 4 5 60 1 2 3 4 5 6

0 1 2 3 4 5 6 7 8 9

One RB = 12
subcarriers

Figure 9.3. Downlink frame structure.
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signals for antenna ports 0 and 1 (R0, R1) are carried in the first and third last OFDM symbol
within a slot. The reference signals for antenna ports 2 and 3 (R2, R3) are carried in the second
OFDM symbol within a slot. For subframes carrying MBSFN, the reference signals for unicast
are present only in the first and second OFDM symbols of the first slot within that subframe.
The primary synchronization signal (PSS) and secondary synchronization signal (SSS) are
carried in the last and second last OFDM symbols respectively in slot number 0 and slot
number 10.

The PSS and SSS are carried in the frequency domain over the middle six resource blocks
using 62 subcarriers out of a total of 72 subcarriers (1.08 MHz). Note that the DC subcarrier
is not used for any transmission. Moreover, five subcarriers on each side are left as guard
subcarriers as shown in Figure 9.3.

9.4 Synchronization signals

A large number of physical layer cell identities (IDs) simplify the task of network planning.
This is because neighboring cells are generally required to use different cell IDs. In the LTE
system, a total of 504 unique physical layer cell identities are provided. A cell identity is
derived from a physical layer cell identity group, N (1)

ID in the range of 0–167 and another

physical layer identity (within the cell-identity group) N (2)
ID in the range 0–2 as shown in

Table 9.1.

9.4.1 Primary synchronization signal (PSS)

The primary synchronization signal sequence denoted as d(n) is transmitted in the frequency-
domain and is given as below:

du(n) =
{

e−j πun(n+1)
63 n = 0, 1, . . . , 30

e−j πu(n+1)(n+2)
63 n = 31, 32, . . . , 61

, (9.10)

Table 9.1. Physical layer cell identities.

PHY layer cell identity group PHY layer identity PHY layer cell identity

N (1)ID N (2)ID N cell
ID = 3N (1)ID + N (2)ID

0 0
0 1 1

2 2
0 3

1 1 4
2 5

...
...

...

0 501
167 1 502

2 503
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DCd (–5) d (–1) d (0) d (1) d (30) d (31) d (61) d (62) d (66)

Reserved PSS PSS Reserved

Figure 9.4. Primary Synchronization Signal (PSS) mapping in the frequency-domain. The PSS
transmission happens on the last OFDM symbol, l = NsymbDL − 1, in slot numbers 0 and 10.

where the ZC root sequence index u is 25, 29, 34 for N (2)
ID = 0, 1, 2 respectively. The trans-

mission of primary synchronization signal can use any of the four unicast antenna ports, that
is, antenna port 0, 1, 2 or 3. It is also possible that a completely different antenna port from
the antenna port 0, 1, 2 or 3 is used for PSS transmission. A cell can create a new antenna port
by using one or more of the antenna ports among the available ports, that is, port 0, 1, 2 or
3, to create this new antenna port for the PSS. This allows for use of the proprietary transmit
diversity scheme for the PSS. This can be achieved by using some form of multiple antenna
precoding.

The mapping of the PSS sequence d (n) to the resource elements is shown in Figure 9.4. The
mapping for the non-reserved resource elements (subcarriers other than the guard subcarriers)
is performed according to the following relationship:

ak ,l = d (n) , k = n − 31 +
⌊

N DL
RB N RB

sc

2

⌋
, l = N DL

symb − 1, n = 0, . . . , 61. (9.11)

The resource elements defined by the following relationship are reserved and therefore no
transmission happens on these resource elements.

k = n − 31 +
⌊

N DL
RB N RB

sc

2

⌋
, l = N DL

symb − 1, n = −5, −4, . . . , −1, 62, 62, . . . , 66. (9.12)

9.4.2 Secondary synchronization signal (SSS)

The antenna port used for transmission of the SSS is the same as the PSS. This allows for the
use of the PSS transmission as a phase reference for the detection of the SSS, if so desired.
Similar to the PSS, a proprietary transmit diversity scheme can be used for the SSS as well.

An interleaved concatenation of two length-31 binary sequences is used to generate the
sequence d(0), . . . , d(61) for the secondary synchronization signal. Furthermore, the concate-
nated sequence is scrambled with a scrambling sequence, which is derived from the primary
synchronization signal. The combination of two length-31 sequences defining the secondary
synchronization signal differs between slot 0 and slot 10. The even-numbered d(2n) and
odd-numbered d(2n + 1) sequence samples are given as:

d(2n) =
{

s(m0)
0 (n)c0 (n) in slot 0

s(m1)
1 (n)c0 (n) in slot 10
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d(2n + 1) =
{

s(m1)
1 (n)c1 (n) z(m0)

1 (n) in slot 0

s(m0)
0 (n)c1 (n) z(m1)

1 (n) in slot 10
, (9.13)

where 0 ≤ n ≤ 30. The indices m0 and m1 are derived from the physical layer cell ID group
N (1)

ID according to:

m0 = m′ mod 31
m1 = (

m0 + ⌊
m′/31

⌋+ 1
)

mod 31

m′ = N (1)
ID + q(q + 1)/2, q =

⌊
N (1)

ID + q′(q′+1)/2
30

⌋
, q′ =

⌊
N (1)

ID /30
⌋

.
(9.14)

The mapping between PHY layer cell ID group N (1)
ID and the indices m0 and m1 from the

above equation is given in Table 9.2.

Table 9.2. Mapping between PHY layer cell ID
group N (1)ID and the indices m0 and m1.

PHY layer cell identity group N (1)ID m0 m1

0 0 1
1 1 2
...

...
...

29 29 30
30 0 2
31 1 3
...

...
...

58 28 30
59 0 3
60 1 4
...

...
...

86 27 30
87 0 4
88 1 5
...

...
...

113 26 30
114 0 5
115 1 6
...

...
...

139 25 30
140 0 6
141 1 7
...

...
...

164 24 30
165 0 7
166 1 8
167 2 9
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Table 9.3. m-sequences s̃(n), c̃(n) and z̃(n).

s̃(n) 1 1 1 1 −1 1 1 −1 1 −1 −1 1 1 −1 −1 −1 −1
−1 1 1 1 −1 −1 1 −1 −1 −1 1 −1 1 −1

c̃(n) 1 1 1 1 −1 1 −1 1 −1 −1 −1 1 −1 −1 1 1 1
−1 −1 −1 −1 −1 1 1 −1 −1 1 −1 1 1 −1

z̃(n) 1 1 1 1 −1 −1 −1 1 1 −1 −1 1 −1 −1 −1 −1 −1
1 −1 1 1 1 −1 1 1 −1 1 −1 1 −1 −1

The two length-31 binary sequences s(m0)
0 (n) and s(m1)

1 (n) are defined as two different cyclic
shifts of the m-sequence s̃(n):

s(m0)
0 (n) = s̃ ((n + m0) mod 31)

s(m1)
1 (n) = s̃ ((n + m1) mod 31) ,

(9.15)

where s̃(i) = 1 − 2x(i), 0 ≤ i ≤ 30 with x(i) given as:

x( j + 5) = (x( j + 2)+ x( j)) mod 2, 0 ≤ j ≤ 25, (9.16)

with initial conditions x(0) = 0, x(1) = 0, x(2) = 0, x(3) = 0, x(4) = 1. The expression
(1 − 2x(i)) converts binary 0 and 1 in x(i) to +1 and −1 respectively.

The two length-31 scrambling sequences c0(n) and c1(n) which are dependent on the
primary synchronization signal are defined by two different cyclic shifts of the m-sequence
c̃(n):

c0(n) = c̃
((

n + N (2)
ID

)
mod 31

)
c1(n) = c̃

((
n + N (2)

ID + 3
)

mod 31
)

,
(9.17)

where N (2)
ID ∈ {0, 1, 2} is the PHY layer identity within the PHY layer cell ID group N (1)

ID and
c̃(i) = 1 − 2x(i), 0 ≤ i ≤ 30, with x(i) given as:

x( j + 5) = (x( j + 3)+ x( j)) mod 2, 0 ≤ j ≤ 25, (9.18)

with initial conditions x(0) = 0, x(1) = 0, x(2) = 0, x(3) = 0, x(4) = 1.
The two length-31 scrambling sequences z(m0)

1 (n) and z(m0)
1 (n) are defined by a cyclic shift

of the m-sequence z̃(n) (see Table 9.3) according to:

z(m0)
1 (n) = z̃((n + (m0 mod 8)) mod 31)

z(m1)
1 (n) = z̃((n + (m1 mod 8)) mod 31),

(9.19)

where m0 and m1 are obtained from Table 9.2 and z̃(i) = 1 − 2x(i), 0 ≤ i ≤ 30,
with x(i) given as:

x( j + 5) = (x( j + 4)+ x( j + 2)+ x( j + 1)+ x( j)) mod 2, 0 ≤ j ≤ 25, (9.20)

with initial conditions x(0) = 0, x(1) = 0, x(2) = 0, x(3) = 0, x(4) = 1.
The mapping of the SSS sequence d (n) to the resource elements is similar to PSS map-

ping as shown in Figure 9.5. The only difference is that the second last OFDM symbol,
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DCd (–5) d (–1) d (0) d (1) d (30) d (31) d (61) d (62) d (66)

Reserved SSS SSS Reserved

Figure 9.5. Secondary Synchronization Signal (SSS) mapping in the frequency-domain. The SSS
transmission happens on the second last OFDM symbol, l = NDL

symb − 2, in slot numbers 0 and 10.

l = N DL
symb − 2, in slot numbers 0 and 10 is used for SSS transmission while the last OFDM

symbol, l = N DL
symb − 1, in slot numbers 0 and 10 is used for PSS transmission. Therefore,

mapping for the non-reserved resource elements is performed according to the following
relationship:

ak ,l = d (n) , k = n − 31 +
⌊

N DL
RB N RB

sc

2

⌋
, l = N DL

symb − 2, n = 0, . . . , 61. (9.21)

The resource elements defined by the following relationship are reserved and therefore no
transmission happens on these resource elements.

k = n − 31 +
⌊

N DL
RB N RB

sc

2

⌋
, l = N DL

symb − 2, n = −5, −4, . . . , −1, 62, 62, . . . , 66. (9.22)

9.4.3 PSS and SSS overhead estimates

The PSS and SSS overheads for some example bandwidths are given inTable 9.4.The overhead
is largest for the case of the smallest bandwidth of 1.08 MHz using six resource blocks. This
is because PSS and SSS, which are time-multiplexed within a slot, are transmitted using the
whole bandwidth in this case. Also, the overhead is larger for an extended cyclic prefix due
to the longer duration of the OFDM symbol, which results in fewer OFDM symbols (six per
slot) available within a slot relative to the case of normal cyclic prefix (seven OFDM symbols
per slot). In the case of a larger bandwidth using, for example, 50 or 100 resource blocks, the
PSS/SSS overhead is much smaller because the resource blocks other than the six PSS/SSS
resource blocks can be used for data transmission. This provides another reason for deploying
the system using the highest available bandwidth where available.

9.5 Broadcast channel

The physical broadcast channel (PBCH) is transmitted over four subframes (one subframe
in each frame of 10 ms) with a 40 ms timing interval. The 40 ms timing is detected blindly
without requiring any explicit signaling. Also, each subframe transmission of BCH is self-
decodable and UEs with good channel conditions may not need to wait for reception of all
the four subframes for PBCH decoding.
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Table 9.4. PSS/SSS overhead estimates.

Synchronization overhead [%]

Number of RBs PSS SSS Total

6 1.43 1.43 2.86
Normal cyclic prefix 50 0.17 0.17 0.34

100 0.085 0.085 0.17
6 1.67 1.67 3.33

Extended cyclic prefix 50 0.2 0.2 0.4
100 0.1 0.1 0.2

CRC
Coding

(CC, 1/3)
Rate

matching
Scrambling Modulation MappingBCH

Figure 9.6. BCH transmission chain processing.

The transmission chain processing for the broadcast control channel is depicted in
Figure 9.6. The BCH data arrives to the coding unit in the form of a maximum of one transport
block every transmission time interval (TTI) of 40 ms.

Error detection is provided on BCH transport blocks through a cyclic redundancy check
(CRC). The entire transport block is used to calculate the CRC parity bits. Let us denote the
bits in a transport block delivered to layer 1 by

a0, a1, . . . , a(A−1), (9.23)

where A is the size of the transport block. The parity bits are given as:

p0, p1, p2, p3, . . . , pL−1, (9.24)

where L = 16 is the number of parity bits. The CRC bits are scrambled according to the
eNode-B transmit antenna configuration with the sequence xant,k as indicated in Table 9.5 to
form the sequence of bits ck as below:

ck =
{

ak 0 ≤ k < A(
pk−A + xant,k−A

)
mod 2 A ≤ k < (A + L).

(9.25)

Therefore, the number of antenna ports supported in the cell is determined blindly by
multiple hypothesis testing on PBCH.

After CRC attachment, the bit sequence ck is coded using a rate 1/3 tail-biting convolu-
tional coding described in Chapter 11. The coded bits are then rate matched using the circular
buffer approach to obtain the rate matched sequence b (0) , b (1) , . . . , b (Mbit − 1), where
Mbit is the number of bits transmitted on the physical broadcast channel and depends upon the
cyclic prefix length as explained later. The sequence b (0) , b (1) , . . . , b (Mbit − 1) is scram-
bled with a cell-specific sequence prior to modulation, resulting in a block of scrambled bits
b̃ (0), . . . , b̃ (Mbit − 1) according to

b̃(i) = (b(i)+ c(i)) mod 2. (9.26)
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Table 9.5. CRC mask for PBCH.

Number of transmit antenna
ports at eNode-B PBCH CRC mask

〈
xant,0, xant,1, . . . , xant,15

〉
1 〈0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0〉
2 〈1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1〉
4 〈0, 1, 0, 1, 0, 1, 0, 1, 0, 1, 0, 1, 0, 1, 0, 1〉

The scrambling sequence is initialized with cinit = N cell
ID in each radio frame number nf

fulfilling the following condition:

nf mod 4 = 0. (9.27)

With the frame duration of 10 ms, the scrambling sequence is initialized every 40 ms.The block
of scrambled bits b̃ (0), . . . , b̃ (Mbit − 1) is modulated using QPSK modulation, resulting in a
block of complex-valued modulation symbols d(0), . . . , d(Msymb − 1), where

Msymb = Mbit

Qm
= Mbit

2
, (9.28)

where Qm is the number of bits per modulation symbol and is 2 for QPSK modulation used
on the physical broadcast channel. A single antenna, two-antenna SFBC and four-antenna
SFBC-FSTD transmit diversity schemes are supported on the physical broadcast channel.
The multi-antenna transmission scheme used on the physical broadcast channel is determined
blindly based on the CRC masking according to Table 9.5.

The PBCH is transmitted during four consecutive radio frames with 40 ms timing as shown
in Figure 9.7. No channel interleaving is used on PBCH and a frequency-first mapping
approach is used for mapping of complex-valued symbols y(p)(0), . . . , y(p)(Msymb − 1) on
each antenna port where p = 0, 1, . . . , (P − 1) and P = 1, 2, 4 for single antenna transmis-
sion, SFBC and SFBC-FSTD schemes respectively. The transmission of PBCH is performed
in the first four OFDM symbols in the second slot within the first subframe of a radio frame.
The transmission in the second slot allows one to avoid conflict with downlink control infor-
mation transmission, which may use up to three OFDM symbols in the first slot in each
subframe. The transmission in frequency is centered on the DC subcarrier. This is achieved
by setting the starting subcarrier index k as:

k = N DL
RB N RB

sc

2
− 36 + k ′, k ′ = 0, 1, . . . , 71, l = 0, 1, . . . , 3. (9.29)

The transmission of PBCH is centered on the DC subcarrier because when a UE accesses
the system and tries to receive PBCH, it is unaware of the system bandwidth used. The
total number of subcarriers used for PBCH is 72 in the third and fourth OFDM symbols in
the slot that contain no reference signals. The PBCH does not use subcarriers reserved for
reference signals of the four antenna ports irrespective of how many antennas are used for
PBCH transmission. This is for simplicity reasons because when a UE is receiving PBCH it
is not aware of the number of antennas used for transmission. The UE actually performs blind
detection of the number of antennas used for PBCH with hypothesis of the single antenna, two
antennas SFBC and four antennas SFBC-FSTD schemes. The number of subcarriers available
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Figure 9.7. PBCH mapping.

for PBCH in the first and second OFDM symbols within the slot containing reference signals
is only 48.

We can now determine the total number of bits transmitted on PBCH Mbit as:

Mbit = 4 × (2 × 48 + 2 × 78)× Qm

= 4 × (2 × 48 + 2 × 78)× 2 = 1920. (9.30)

For the extended cyclic prefix, there are only six OFDM symbols per slot and hence the fourth
OFDM symbol within the slot also contains reference signals and therefore the number of
subcarriers available for PBCH is 48 in this OFDM symbol as well. In this case, the total
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number of bits transmitted on PBCH Mbit is given as:

Mbit = 4 × (3 × 48 + 1 × 78)× Qm

= 4 × (3 × 48 + 1 × 78)× 2 = 1728. (9.31)

The mapping of PBCH to resource elements (k , l) is in increasing order of first the index
k , which means frequency-first mapping, then the index l in slot 1 in subframe 0 and finally
the radio frame number. The total number of code bits in a single subframe for short cyclic
prefix is 480 bits. Given the small size of the messages on BCH, this means that all the coded
bits with code rate 1/3 are transmitted in a single subframe at least once. This allows for
the decoding of PBCH in a single subframe for UEs with good channel conditions. We also
like to point out that the PN sequence used for scrambling of PBCH is initialized every four
frames or 40 ms. Therefore, once the UE has decoded the PBCH, it also knows 40 ms system
timing.

9.6 Downlink reference signals

In the LTE system design phase, both time-division multiplexing (TDM) and frequency-
division multiplexing (FDM) approaches were considered for reference signal multiplexing.
These approaches are illustrated in Figure 9.8.Amajor benefit cited for the TDM approach was
the possibility of employing micro-sleep mode at the UE. The idea was that scheduling control
information could also be time-multiplexed, for example, in the OFDM symbols just follow-
ing the TDM pilot. This way UE can perform channel estimation from the TDM pilot and
can immediately decode control information. After decoding the TDM control information,
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Figure 9.8. An illustration of time-multiplexed and frequency-multiplexed reference signals.
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UE will know if it is scheduled or not in the current subframe. In the case where the UE
determines that it is scheduled in the current frame, it will continue buffering the remain-
ing transmission within the subframe. In the case where the UE determines that it is not
scheduled in the current subframe, it can turn off its receiver thus enabling battery-power
savings.

However, the drawback of the TDM reference signal approach is its inability to share
transmission power between the reference signals and data transmission. The power shar-
ing is particularly important for cases where the reference signal power needs to be boosted
relative to the data power to enable better channel estimates. On the other hand, the FDM
approach, which is also referred to as the fully scattered reference signals scheme, provides
the flexibility to share and balance power between reference signal and data transmissions.
The reference signal power spectral density (PSD) can be boosted by lowering the data power
or data PSD. However, the obvious downside of the fully scattered approach is that the UE
needs to receive the whole subframe before channel estimation can be performed for the
decoding of the control information. This way the UE needs to continuously receive down-
link transmissions and hence the UE battery power saving promised by micro-sleep cannot
be achieved.

After much debate a hybrid TDM/FDM approach for reference signal multiplexing was
selected for downlink reference signals in the LTE system. With the hybrid approach, the
reference signals are frequency multiplexed with data transmission in a few OFDM symbols
within a subframe. In the hybrid approach, the channel estimates for TDM control information
can be derived based on reference signals in the first two OFDM symbols thus enabling the
possibility of micro-sleep operation.

Three types of downlink reference signals are defined. For non-MBSFN transmissions,
two types of reference signals are specified: cell-specific reference signals and UE-specific
reference signals. For MBSFN transmissions, MBSFN area specific reference signals are
specified. An antenna port is identified by a reference signal. For cell-specific reference
signals, up to a maximum of four antenna ports are supported. For UE-specific reference
signals and MBSFN reference signals, a single antenna port is supported.

9.6.1 Cell-specific reference signals

The cell-specific reference signals are used for various downlink measurements as well as for
demodulation of non-MBSFN transmissions.The measurements performed using cell-specific
reference signals include channel quality estimation, MIMO rank calculation, MIMO precod-
ing vector/matrix selection and measurements for handoff. The non-MBSFN transmissions
that depend upon cell-specific reference signals for channel estimation include downlink con-
trol channels and PDSCH transmissions not using UE-specific reference signals. A maximum
of four antenna ports defined by reference signals [R0, R1, R2, R3] and shown in Figure 9.9
can be used for non-MBSFN transmissions. The notation Rp is used here to denote a resource
element used for reference signal transmission on antenna port p.

Two types of sequences were considered for cell-specific reference signals. The first
approach to reference signals sequence design is based on using orthogonal sequences for
three cells (sectors) within an eNB. The orthogonal sequences are further scrambled by a PN
sequence. In the second approach, a simple cell-specific PN-sequence is used as a reference
signal sequence without any spreading using orthogonal sequences.



9.6 Downlink reference signals 201

Even-numbered slots

R1

R0

R1

R0

R3

R2

R3

R2

R0

R1

R0

R1

Odd-numbered slots

R1

R0

R1

R0

R2

R3

R2

R3

R0

R1

R0

R1

1 2 3 4 5 6 0 1 2 3 4 5 6

11

10

9

8

7

6

5

4

3

2

1

0

One subframe = 1 ms

O
n

e 
R

B
 =

 1
2

su
b

ca
rr

ie
rs

l = 0

Figure 9.9. Mapping of downlink reference signals for normal cyclic prefix.

In the orthogonal sequence design approach, cell specific reference signals use a
two-dimensional sequence whose elements are given by:

rmn (i) = rPRS
mn (i) · rOS

mn = rPRS
mn ·




Sj

Sj
...
Sj





 72 entries, (9.32)

where rPRS
mn (i) is a two-dimensional pseudo-random sequence in slot i and rOS

mn represents an
orthogonal sequence which is obtained by 72 repetitions of matrix Sj , j = 0, 1, 2 given as
below:

S0 =

 1 1

1 1
1 1


 S1 =


 1 e j4π/3

e j2π/3 1
e j4π/3 e j2π/3


 S2 =


 1 e j2π/3

e j4π/3 1
e j2π/3 e j2π/3


. (9.33)

It can be noted that the first columns of these matrices are columns of a 3 × 3 DFT matrix
while the second columns are a cyclic shift of the first column by one element. A 3 × 3 DFT
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matrix is given below:

DFT (3) =

 1 1 1

1 e j2π/3 e j4π/3

1 e j4π/3 e j2π/3


 . (9.34)

In the orthogonal sequence design approach, the sequence for a cell can be configured by
the higher layers. Assuming matrix S1 is configured in a cell, the two-dimensional reference
signals sequence can be written as below.

R = rmn (i) = rPRS
mn (i) · rOS

mn = rPRS
mn ·




1 e j4π/3

e j2π/3 1
e j4π/3 e j2π/3

1 e j4π/3

e j2π/3 1
e j4π/3 e j2π/3

...
...

...
1 e j4π/3

e j2π/3 1
e j4π/3

1
e j2π/3

e j4π/3




m = 0, 1, 2, . . . , 219
n = 0, 1.

(9.35)

The size of the matrix R is 220×2, which means that the last two rows after 74 repetitions of Si

are dropped. A reference signal sequence length of 220 can accommodate a maximum of 110
resource blocks as each antenna port has two reference symbols within a resource block.Atotal
of 510 cell IDs are obtained by combining 170 two-dimensional pseudo-random sequences
with three two-dimensional orthogonal sequences.

An example of two-dimensional reference signal sequence mapping to resource elements
allocated for cell-specific reference signals for four antenna ports within a slot is shown
in Figure 9.10. We assumed the reference signal sequence given by Equation (9.35). The
reference signals for antenna ports 0 and 1 ( p = 0, 1) in OFDM symbol 0 (l = 0) use the first
column of the matrix R while the reference signals for antenna ports 0 and 1 ( p = 0, 1) in
OFDM symbol 4 (l = 4) use the second column of matrix R. The reference signals for antenna
ports 2 and 3 ( p = 2, 3) in OFDM symbol 1 (l = 1) use the first column of the matrix R.

The number of rows of the matrix R used for the reference signal (that is the reference signal
sequence length) depends upon the system bandwidth. The system bandwidth is defined in
terms of the number of resource blocks. A resource block consists of 12 subcarriers with
subcarrier spacing of 15 kHz. An example of reference signal sequence elements used for
some bandwidths is shown in Figure 9.11. The starting row number is determined by using
the following relationship:

m′ = m + 110 − N DL
RB m = 0, 1, 2, . . . , (2 × N DL

RB − 1), (9.36)

where N DL
RB represents the number of resource blocks within the downlink system bandwidth.

The example shown in Figure 9.11 shows the rows of matrix R used for the reference signal
sequence for N DL

RB values of 110, 100, 50 and 25.
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A problem with orthogonal reference signal sequences is the loss of orthogonality in a
frequency selective channel. This is because each element of the length-three DFT sequence
being separated by six subcarriers can experience different fading in a high-delay-spread
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environment (resulting in a smaller coherence bandwidth). It was therefore decided to use
only PN sequence without orthogonal sequences as the cell-specific reference signal sequence
in the downlink.

The cell-specific reference-signal sequence rl,ns(m) is then defined as:

rl,ns(m) = 1√
2
(1 − 2 · c(2m)) + j

1√
2
(1 − 2 · c(2m + 1)) , m = 0, 1, . . . , 2N max,DL

RB − 1,

(9.37)
where ns and l are the slot number within a radio frame and the OFDM symbol number within
the slot respectively. The pseudo-random sequence generator is initialized with:

cinit = 210 · (7 · (ns + 1)+ l + 1) ·
(
2 · N cell

ID + 1
)

+ 2 · N cell
ID + NCP (9.38)

at the start of each OFDM symbol where N cell
ID is the cell identity and NCP = 1, 0 for the

normal and extended cyclic prefix respectively. Since each cell initializes the PN-sequence
generator with a different value, the inter-cell interference on reference signals is randomized.

The LTE system allows reference signal boosting where power on reference signal symbols
can be different from the data symbols power. However, in a synchronized system operation,
if all cells in the system boost reference signal power, the reference signals are going to
experience higher interference which can undermine the benefit of reference signal power
boosting. In order to avoid reference signals collisions among the neighboring cells, a cell-
specific frequency shift is applied to reference signal mapping to resource elements as below:

vshift = N cell
ID mod 6. (9.39)

The reference signal mapping given in Figure 9.9 assumes vshift = 0. In Figure 9.12, we
show the mapping of downlink cell-specific reference signals for normal cyclic prefix with
vshift = 4. We note that when one cell uses vshift = 0 as in Figure 9.9 and the neighboring cell
uses vshift = 4 as in Figure 9.12, the reference signals of the two cells are mapped to different
resource elements and hence do not collide. This means that when the reference signals power
is boosted relative to data power, the reference symbols SINR is improved at the expense of
more interference to data symbols.

We also note that the positions of antenna ports 0 and 1 ( p = 0, 1) reference signals is
shifted by three resource elements between the two OFDM symbols containing reference
signals for ( p = 0, 1) in a slot. On the other hand, reference signals for antenna ports 2 and 3
( p = 2, 3) exist on a single OFDM symbol within a slot. Therefore, the positions of antenna
ports 2 and 3 ( p = 2, 3) are shifted between the two slots within a subframe. This shift within
a cell allows more accurate channel estimates for a highly frequency selective channel. This is
because the effective separation of reference signals in frequency within a subframe becomes
three resource elements. However, this is only true when the channel is static in time within
a subframe or a slot.

Another observation that we can make is that reference signal density in the time-domain
for antenna ports 0 and 1 ( p = 0, 1) is two times higher than the reference signal density for
antenna ports 2 and 3 ( p = 2, 3). This imbalance in reference signal density leads to more
accurate channel estimates for antenna ports 0 and 1 ( p = 0, 1) relative to channel estimates
for antenna ports 2 and 3 ( p = 2, 3). This imbalance has certain implications and was one
of the deciding factors in SFBC symbol pairs mapping to antenna ports 0 and 2 ( p = 0, 2)
and antenna ports 1 and 3 ( p = 1, 3) in the four antenna ports SFBC-FSTD transmit diversity
scheme.
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Figure 9.12. Mapping of downlink cell-specific reference signals for normal cyclic prefix with
vshift = 4.

In the case of the extended cyclic prefix, each slot contains one fewer OFDM symbol relative
to the case of the normal cyclic prefix. The reference signal mapping for the extended cyclic
prefix is shown in Figure 9.13 for vshift = 0. It should be noted that the resource elements
where the reference signal is transmitted from one antenna port is left blank in all the other
antenna ports.

9.6.2 Downlink MBSFN reference signals

A single port number 4 is defined for MBSFN reference signals that are transmitted in
subframes allocated for MBSFN transmissions. Since MBSFN transmissions generally expe-
rience larger delay spread due to signals received from multiple cells the MBSFN reference
signals are defined for the extended cyclic prefix only. The MBSFN reference-signal sequence
rl,ns(m) is given by:

rl,ns(m) = 1√
2
(1 − 2 · c(2m))+ j

1√
2
(1 − 2 · c(2m + 1)) , m = 0, 1, . . . , 6N max,DL

RB − 1,

(9.40)
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Figure 9.13. Mapping of downlink reference signals for extended cyclic prefix for vshift = 0.

where ns is the slot number within a radio frame and l is the OFDM symbol number within
the slot. The PN-sequence c(i) generator is initialized at the start of each OFDM symbol as:

cinit = 29 · (7 · (ns + 1)+ l + 1) · (2 · N MBSFN
ID + 1

)+ N MBSFN
ID , (9.41)

where N MBSFN
ID is the MBSFN area identity. It should be noted that the PN sequence is

initialized with the same value in all the cells in the MBSFN area. This is to enable composite
multi-cell MBSFN channel estimates.

Since control information for non-MBSFN transmissions can be carried in the MBSFN
subframes the first two OFDM symbols within the subframe can carry cell-specific reference
signals. Therefore, the MBSFN reference signals are mapped starting with the third OFDM
symbol (l = 2). The goal is to keep the MBSFN and non-MBSFN reference signals orthogonal
in time to allow reference signal boosting. If the MBSFN and non-MBSFN reference signals
are carried in the same OFDM symbol and the non-MBSFN reference signal power is boosted,
this power needs to come from MBSFN reference signals, which is not a desirable situation.
The mapping of MBSFN reference signals for subcarrier spacing of �f = 15 and 7.5 kHz is
shown in Figures 9.14 and 9.15 respectively. We note that the reference signal separation in
both cases is 30 kHz, which is smaller than the case of non-MBSFN transmissions. This is
because a multi-cell MBSFN channel is generally more frequency-selective than a single-cell
non-MBSFN channel.
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Figure 9.14. Mapping of downlink reference signals for MBSFN in the case of the extended cyclic
prefix for subcarrier spacing of �f = 15 KHz.

9.6.3 UE-specific reference signals

The UE-specific reference signals are provisioned to support rank-1 beam-forming on the
downlink. We note that beam-forming can be supported using two or four antenna ports
codebook along with cell-specific reference signals. However, by using UE-specific reference
signals, beam-forming can be supported for more than four transmit antennas. In this case,
however, the beam-forming weights need to be estimated based on uplink transmission as
there is no codebook or feedback mechanism defined for more than four antenna ports. A
major advantage of using UE-specific reference signals is that the beam-forming weights
can also be applied to the reference signals and hence reference signals can also experience
beam-forming gains.

The UE-specific reference signals are transmitted on antenna port 5. The UE is informed
by higher layers whether the UE-specific reference signal is present and is a valid phase
reference for PDSCH demodulation or not. Moreover, the UE-specific reference signals are
transmitted only on the resource blocks allocated for PDSCH transmission. The UE-specific
reference-signal sequence r(m) is given by:

r(m) = 1√
2
(1 − 2 · c(2m))+ j

1√
2
(1 − 2 · c(2m + 1)) , m = 0, 1, . . . , 12N PDSCH

RB − 1,

(9.42)

where N PDSCH
RB denotes the bandwidth of the corresponding PDSCH transmission in resource

blocks. The PN-sequence generator is initialized at the start of each subframe by a cell-specific
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Figure 9.15. Mapping of downlink reference signals for MBSFN in the case of the extended cyclic
prefix and subcarrier spacing of �f = 7.5 KHz.

and a UE-specific value as below:

cinit = (⌊
ns
/

2
⌋+ 1

) ·
(
2N cell

ID + 1
)

· 216 + nRNTI, (9.43)

where N cell
ID and nRNTI represent the cell identity and RNTI respectively. The mapping for

UE-specific reference signals for the normal cyclic prefix and the extended cyclic prefix is
given in Figures 9.16 and 9.17 respectively. We note that for the case of the normal cyclic
prefix, the OFDM symbols used for UE-specific reference signals and cell-specific reference
signals are orthogonal in time. This is to avoid conflict between the two reference signal types
as cell-specific reference signals use a cell-specific shift. In the case of extended cyclic prefix,
however, the UE specific reference signals ( p = 5) and cell-specific reference signals for
antenna ports 2 and 3 ( p = 2, 3) use the same second OFDM symbol (l = 1) in the second
slot within the subframe. This can create a conflict between the cell-specific reference signals
using cell-specific shift as in Equation (9.39) and UE-specific reference signals using no cell-
specific shift. In order to avoid this conflict for the case of four antenna ports configuration,
a cell-specific frequency shift is also applied to the UE-specific reference signals as below:

vshift = N cell
ID mod3. (9.44)
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Figure 9.16. Mapping of UE-specific reference signals for the normal cyclic prefix.

However, unlike the six possible shifts for cell-specific reference signals only three shifts are
defined for UE-specific reference signals. This is because UE-specific reference signals use
every third subcarrier for the case of the extended cyclic prefix as shown in Figure 9.17.

9.7 Uplink reference signals

We noted that the downlink reference signals employ a hybrid TDM/FDM approach. In prin-
ciple, a similar approach can be envisaged for uplink reference signals. However, the uplink
access is based on single-carrier FDMA and frequency-multiplexing reference signals with
data transmissions would violate the single-carrier property resulting in increased PAPR/CM.
Therefore, the uplink reference signals are strictly time-multiplexed to assure the single-carrier
property of SC-FDMA.

Another difference relative to downlink reference signals is that uplink reference signals
are always UE-specific. The two types of reference signals supported on the uplink include
demodulation reference signals (DMRS) used for channel estimation for PUSCH or PUCCH
demodulation and sounding reference signals (SRS) used to measure the uplink channel quality
for channel sensitive scheduling. The uplink demodulation reference signals for normal cyclic
prefix and extended cyclic prefix cases are shown in Figures 9.18 and 9.19 respectively. The
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Figure 9.17. Mapping of UE-specific reference signals for the extended cyclic prefix.
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Figure 9.18. Uplink demodulation reference signals for the normal cyclic prefix.

demodulation reference signals for PUSCH are transmitted in the middle of the slot in symbol
with l = 2, 3 for the extended and normal cyclic prefix respectively. For PUCCH format 1,
1A and 1B, the demodulation reference signals are transmitted in three symbols (l = 2, 3, 4)
for the normal cyclic prefix and two symbols (l = 2, 3) for the extended cyclic prefix. For
PUCCH format 2, 2A and 2B, the demodulation reference signals are transmitted in two
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Figure 9.19. Uplink demodulation reference signals for the extended cyclic prefix.

symbols (l = 1, 5) for the normal cyclic prefix. For PUCCH format 2, the demodulation
reference signal is transmitted in a single symbol (l = 3) for the extended cyclic prefix case.

9.7.1 Uplink reference signal sequences

In order to enable low PAPR/CM, constant amplitude reference signal sequences are selected
for the uplink. The same set of base sequences is used for demodulation and sounding reference
signals. The reference signal sequence r(α)u,v (n) is defined by a cyclic shift α of a base sequence
r̄u,v(n) according to:

r(α)u,v (n) = e jαnr̄u,v(n), 0 ≤ n < MRS
sc = mN RB

sc , (9.45)

where MRS
sc is the length of the reference signal sequence with 1 ≤ m ≤ N max,UL

RB . Multiple
reference signal sequences are defined from a single base sequence by using different values
of the cyclic shift α.

The base sequences r̄u,v(n) are divided into 30 groups, where u ∈ {0, 1, . . . , 29} is the
group number and v is the base sequence number within the group. For sequence lengths up
to five resource blocks, that is MRS

sc = mN RB
sc , 1 ≤ m ≤ 5, each sequence group contains a

single base sequence (v = 0). For sequence lengths greater than five resource blocks, that
is MRS

sc = mN RB
sc , 6 ≤ m ≤ N max,UL

RB , each sequence group contains two base sequences
(v = 0, 1). The sequence group number u and the sequence number v within the group can
be hopped in time to randomize the interference.

The definition of the base sequence r̄u,v(0), . . . , r̄u,v(MRS
sc − 1) depends on the sequence

length MRS
sc . For sequence lengths of up to two resource blocks, computer-generated CAZAC

sequences are used as reference signal sequences. For sequence lengths of more than two
resource blocks, ZC sequences are used as the uplink reference signal sequences.
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Therefore, for MRS
sc ≥ 3N RB

sc , the base sequence r̄u,v(0), . . . , r̄u,v(MRS
sc − 1) is given by an

extended ZC sequence as below:

r̄u,v(n) = xq(n mod N RS
ZC ), 0 ≤ n < MRS

sc , (9.46)

where mod N RS
ZC operation extends the Zadoff–Chu sequence length N RS

ZC to match the
reference signal sequence length MRS

sc . The qth root ZC sequence is defined by:

xq (m) = e
−j πqm(m+1)

NRS
ZC , 0 ≤ m ≤ N RS

ZC − 1 , (9.47)

with q given by:

q =
⌊

N RS
ZC · (u + 1)

31
+ 1

2

⌋
+ v · (−1)

⌊
2NRS

ZC ·(u+1)
31

⌋
. (9.48)

The length N RS
ZC of the Zadoff–Chu sequence is given by the largest prime number such that

N RS
ZC < MRS

sc . We note that for three resource blocks with MRS
sc = 36 ZC, sequence length is

N RS
ZC = 31 as 31 is the largest prime number such that N RS

ZC < MRS
sc . We also know that with a

ZC sequence length a prime number N RS
ZC , a total of

(
N RS

ZC − 1
)

root sequences are available.
With the smallest ZC sequence length of N RS

ZC = 31 for the three resource blocks, a total of
30 root sequences are available. It is for this reason that the number of sequence groups is
limited to 30.

The mapping of sequence group number u and sequence index v to ZC sequence root index
q for MRS

sc = mN RB
sc , 3 ≤ m ≤ 6, is given in Table 9.6. We know that for sequence lengths

up to five resource blocks, that is MRS
sc = 60, each sequence group contains a single base

sequence (v = 0). However, when MRS
sc = 72, the number of available ZC root sequences is

71, as 71 is the largest prime number such that N RS
ZC < MRS

sc . Given that we have 30 sequence
groups, it now becomes possible to have more than one base sequence in a group. It should
be noted that for MRS

sc = 60, N RS
ZC = 59 and, therefore, two sequences cannot be provided

within a group as this requires a total of at least 60 base or root sequences.
For MRS

sc = N RB
sc and MRS

sc = 2N RB
sc , the computer-generated CAZAC base sequence

r̄u,v(n) is given by:

r̄u,v(n) = e jφ(n)π/4, 0 ≤ n ≤ MRS
sc − 1 , (9.49)

where the values of φ(n) are given in Table 9.7 for MRS
sc = N RB

sc . The values
φ(0),φ(1), . . . ,φ(23)for MRS

sc = 2N RB
sc = 24 can be found in [3]. We note that the sequences

are based on a constant amplitude QPSK alphabet with the following four alphabets:

r̄u,v(n) = e jπ/4 = 1√
2

+ j
1√
2

, φ (n) = 1

r̄u,v(n) = e−jπ/4 = 1√
2

− j
1√
2

, φ (n) = −1 (9.50)
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Table 9.6. Mapping of sequence group number u and sequence index v to ZC
sequence root index q for MRS

sc = mNRB
sc , 3 ≤ m ≤ 6.

ZC sequence root index q

MRS
sc = 36 MRS

sc = 48 MRS
sc = 60 MRS

sc = 72
NRS

ZC = 31 NRS
ZC = 47 NRS

ZC = 59 NRS
ZC = 71Sequence group

number u v=0 v=0 v=0 v=0 v=1

0 1 2 2 2 3
1 2 3 4 5 4
2 3 5 6 7 6
3 4 6 8 9 10
4 5 8 10 11 12
5 6 9 11 14 13
6 7 11 13 16 17
7 8 12 15 18 19
8 9 14 17 21 20
9 10 15 19 23 22
10 11 17 21 25 26
11 12 18 23 27 28
12 13 20 25 30 29
13 14 21 27 32 33
14 15 23 29 34 35
15 16 24 30 37 36
16 17 26 32 39 38
17 18 27 34 41 42
18 19 29 36 44 43
19 20 30 38 46 45
20 21 32 40 48 49
21 22 33 42 50 51
22 23 35 44 53 52
23 24 36 46 55 54
24 25 38 48 57 58
25 26 39 49 60 59
26 27 41 51 62 61
27 28 42 53 64 65
28 29 44 55 66 67
29 30 45 57 69 68

r̄u,v(n) = e j3π/4 = − 1√
2

+ j
1√
2

, φ (n) = 3

r̄u,v(n) = e−j3π/4 = − 1√
2

− j
1√
2

, φ (n) = −3.

In order to randomize the inter-cell interference, sequence group hopping can be enabled by
higher layers. In this case, the sequence-group number u in slot ns is defined by a group-hopping
pattern fgh(ns) and a sequence-shift pattern fss according to:

u = (
fgh(ns)+ fss

)
mod 30 (9.51)
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Table 9.7. Definition of φ(n) for MRS
sc = NRB

sc .

u φ(0), . . . ,φ(11)

0 −1 1 3 −3 3 3 1 1 3 1 −3 3
1 1 1 3 3 3 −1 1 −3 −3 1 −3 3
2 1 1 −3 −3 −3 −1 −3 −3 1 −3 1 −1
3 −1 1 1 1 1 −1 −3 −3 1 −3 3 −1
4 −1 3 1 −1 1 −1 −3 −1 1 −1 1 3
5 1 −3 3 −1 −1 1 1 −1 −1 3 −3 1
6 −1 3 −3 −3 −3 3 1 −1 3 3 −3 1
7 −3 −1 −1 −1 1 −3 3 −1 1 −3 3 1
8 1 −3 3 1 −1 −1 −1 1 1 3 −1 1
9 1 −3 −1 3 3 −1 −3 1 1 1 1 1
10 −1 3 −1 1 1 −3 −3 −1 −3 −3 3 −1
11 3 1 −1 −1 3 3 −3 1 3 1 3 3
12 1 −3 1 1 −3 1 1 1 −3 −3 −3 1
13 3 3 −3 3 −3 1 1 3 −1 −3 3 3
14 −3 1 −1 −3 −1 3 1 3 3 3 −1 1
15 3 −1 1 −3 −1 −1 1 1 3 1 −1 −3
16 1 3 1 −1 1 3 3 3 −1 −1 3 −1
17 −3 1 1 3 −3 3 −3 −3 3 1 3 −1
18 −3 3 1 1 −3 1 −3 −3 −1 −1 1 −3
19 −1 3 1 3 1 −1 −1 3 −3 −1 −3 −1
20 −1 −3 1 1 1 1 3 1 −1 1 −3 −1
21 −1 3 −1 1 −3 −3 −3 −3 −3 1 −1 −3
22 1 1 −3 −3 −3 −3 −1 3 −3 1 −3 3
23 1 1 −1 −3 −1 −3 1 −1 1 3 −1 1
24 1 1 3 1 3 3 −1 1 −1 −3 −3 1
25 1 −3 3 3 1 3 3 1 −3 −1 −1 3
26 1 3 −3 −3 3 −3 1 −1 −1 3 −1 −3
27 −3 −1 −3 −1 −3 3 1 −1 1 3 −3 −3
28 −1 3 −3 3 −1 3 3 −3 3 3 −1 −1
29 3 −3 −3 −1 −1 −3 −1 3 −3 3 1 −1

where the group-hopping pattern fgh(ns) is given by:

fgh(ns) =
(∑7

i=0
c(8ns + i) · 2i

)
mod 30, (9.52)

where the PN-sequence c(i) is given by (9.4) and the PN-sequence generator is initialized at
the beginning of each radio frame with a cell-specific value as:

cinit =
⌊

N cell
ID

30

⌋
. (9.53)

When the group hopping is not enabled fgh(ns) is set to zero, that is fgh(ns) = 0. A total
of 510 hopping patterns via 17 group-hopping patterns and 30 sequence-shift patterns can
be obtained. However, only a total of 504 hopping/shift patterns are used as depicted in
Figure 9.20. This is to align the hopping/shift patterns to the physical layer cell identities
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21 17

1 2 30 1 2 30 1 2 24

504 hopping/shift patterns

Root/group-hopping
patterns

Sequence shift
patterns

Figure 9.20. Uplink reference signal hopping/shift patterns.

(see Section 9.4). This allows for planning of hopping/shift patterns in a way similar to the
planning for physical layer cell identities.

The group-hopping pattern fgh(ns) is the same for PUSCH and PUCCH. However, the
sequence-shift pattern fss definition differs between PUCCH and PUSCH:

f PUCCH
ss = N cell

ID mod 30

f PUSCH
ss = (

f PUCCH
ss +�ss

)
mod 30, �ss ∈ {0, 1, . . . , 29} , (9.54)

where �ss is configured by higher layers.
Sequence hopping can be applied to reference signals of length MRS

sc ≥ 6N RB
sc . For reference

signals of length MRS
sc < 6N RB

sc , there is a single base sequence with v = 0 and hence sequence
hopping is not possible. When the sequence hopping is enabled (and group hopping disabled),
the base sequence number v within the base sequence group in slot ns is given by:

v = c(ns), (9.55)

where the PN-sequence c(i) is given by Equation (9.4) and takes values of either zero or one,
which in turn determines the base sequence with v = 0 or the base sequence with v = 1. The
PN-sequence generator is initialized at the beginning of each radio frame with a cell-specific
value as:

cinit =
⌊

N cell
ID

30

⌋
· 25 + f PUSCH

ss . (9.56)

In other cases when sequence hopping is not enabled or group hopping is enabled, the base
sequence number v within the base sequence group in slot ns is always set to zero, that is
v = 0.

9.7.2 Demodulation reference signal

The demodulation reference signals are specified for PUSCH and PUCCH. The demodulation
reference signal sequence rPUSCH (·) for PUSCH is defined by:

rPUSCH
(
m · MRS

sc + n
) = r(α)u,v (n) , m = 0, 1 n = 0, . . . ,

(
MRS

sc − 1
)

, (9.57)
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Table 9.8. Mapping of cyclic shift
field to n(2)DMRS values.

Cyclic shift field n(2)DMRS

000 0
001 2
010 3
011 4
100 6
101 8
110 9
111 10

where r(α)u,v (n) is the reference signal sequence given by Equation (9.45) and m = 0, 1 repre-
sents the first and second slot within a subframe. The length of the reference signal sequence
is equal to the number of resource elements or subcarriers used for PUSCH transmission, that
is MRS

sc = MPUSCH
sc . The cyclic shift α in a slot is given as:

α =
2π

[(
n(1)DMRS + n(2)DMRS + nPRS

)
mod 12

]
12

, (9.58)

where n(1)DMRS is broadcast as part of the system information. The values of n(2)DMRS are signaled
in the uplink scheduling assignment and are given in Table 9.8. nPRS is given as:

nPRS =
∑7

i=0
c(i)× 2i, (9.59)

where the PN-sequence c(i) is given in Equation (9.4). The PN-sequence generator is
initialized at the beginning of each radio frame with a cell-specific value according to (9.55).

The demodulation reference signal sequence for PUSCH rPUSCH (·) is multiplied with the
amplitude scaling factor βPUSCH and mapped in sequence starting with rPUSCH(0) to the same
set of physical resource blocks as used for the corresponding PUSCH transmission.

The demodulation reference signal sequence for PUCCH rPUCCH (·) is defined by:

rPUCCH
(
m′N PUCCH

RS MRS
sc + mMRS

sc + n
) = w̄(m)z(m)r(α)u,v (n)

m = 0, . . . ,
(
N PUCCH

RS − 1
)

, n = 0, . . . ,
(
MRS

sc − 1
)

, m′ = 0, 1.
(9.60)

The sequence r(α)u,v (n) is given by (9.49) with MRS
sc = 12 where the expression for the cyclic

shift α is determined by the PUCCH format as described in [3]. m′ = 0, 1 represent the first
and second slot within a subframe. N PUCCH

RS is the number of reference symbols per slot for
PUCCH and z(m) is given as:

z(m) = d(10) m = 1, PUCCH format 2A and 2B
z(m) = 1 otherwise.

(9.61)

For PUCCH formats 2A and 2B, the bit(s) b(20), . . . , b(Mbit − 1) representing one or two
bits ACK/NACK are modulated according to Table 9.9. This results in a single modulation
symbol d(10), which is used for the generation of the reference signal for PUCCH format
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Table 9.9. Modulation symbol d(10) for PUCCH formats 2A and 2B.

PUCCH format b(20), . . . , b(Mbit − 1) d(10)

2A
0 −1
1 1

2B

00 −1
01 j
10 −j
11 1

Table 9.10. Orthogonal sequences
[
w̄(0), w̄(1), . . . , w̄

(
NPUCCH

RS − 1
)]

for different PUCCH formats.

PUCCH format Sequence index n̄oc(ns) Normal cyclic prefix Extended cyclic prefix

1, 1A and 1B
0

[
1 1 1

] [
1 1

]
1

[
1 e j2π /3 e j4π /3

] [
1 −1

]
2

[
1 e j4π /3 e j2π /3

]
N/A

2, 2A and 2B NA
[

1 1
]

[1]

2A and 2B. Therefore, ACK/NACK in the case of PUCCH format 2A and 2B is in effect
transmitted using the reference signals.

The orthogonal sequences
[
w̄(0), w̄(1), . . . , w̄

(
N PUCCH

RS − 1
)]

for different PUCCH for-
mats are given inTable 9.10.We know that PUCCH formats 1, 1Aand 1B carrying a scheduling
request or ACK/NACK are block-wise spread with orthogonal sequences to create more
ACK/NACK channels. Similarly, block-wise spreading of the corresponding reference signals
is required to match the number of reference signals to the number of possible ACK/NACKs.
The PUCCH formats 2, 2A and 2B do not employ any block-wise spreading and hence corre-
sponding reference signals are not spread either. The number and location of reference signals
for formats 1, 1Aand 1B as well as formats 2, 2Aand 2B are given in Figures 9.18 and 9.19 for
the normal and extended cyclic prefix respectively. We note that the length of the orthogonal
sequences

[
w̄(0), w̄(1), . . . , w̄

(
N PUCCH

RS − 1
)]

in Table 9.10 matches the number of reference
signal symbols within a slot.

The reference signal sequence for PUCCH rPUCCH (·) is multiplied with the amplitude-
scaling factor βPUCCH and mapped in sequence starting with rPUCCH(0) to resource elements
(k , l). The mapping is in increasing order of first k and then l and finally the slot number. The
same set of values for k as for the corresponding PUCCH transmission is used.

9.7.3 Sounding reference signal

The sounding reference symbol (SRS) is mainly used for uplink channel quality measurements
for channel-sensitive scheduling and link adaptation. The SRS can also be used for uplink
timing estimation and uplink power control. For frequency selective scheduling, SRS should
provide a reliable channel estimate for eachof the scheduling subbands. It is generally preferred
to sound the whole bandwidth by SRS transmission in a single shot. However, the UEs near
the cell edge may not have enough power for transmitting wideband SRS. On the other hand, a
single shot transmission of wideband SRS is possible for UEs near the cell center. This requires
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Figure 9.21. SRS mapping and transmission comb.

that multiple SRS bandwidths are provisioned such that SRS bandwidth can be configured in
a UE-specific fashion.

The SRS is transmitted using distributed FDMA (see Chapter 4) with a repetition factor
(RPF) of two in the last OFDM symbol within a subframe as depicted in Figure 9.21. The
distributed FDMA allows one to enhance the multiplexing capability of SRS as SRS from two
UEs can be multiplexed within the same bandwidth. However, in distributed-FDMA-based
multiplexing, the efficient usage of SRS resources is not achieved if SRSs with different band-
widths are assigned randomly. Therefore, a systematic approach is required for multiplexing
SRSs of different bandwidths.

The SRS parameters include starting subcarrier assignment, starting physical resource block
assignment, duration of SRS transmission: single or indefinite (until disabled), periodicity
of SRS transmissions: {2, 5, 10, 20, 40, 80, 160, 320} ms, frequency hopping (enabled or
disabled) and cyclic shift. These SRS parameters are configured by higher layers for each UE
in a semi-static fashion.

The SRS transmission bandwidth does not include the PUCCH region. In the case where the
UE supports transmit antenna selection in the uplink, the SRS transmission antenna alternates
sequentially between successive SRS transmission subframes. This allows eNB to estimate the
channel quality on each of the transmit antennas. This information is then used for scheduling
a UE on the best antenna in the uplink. A UE does not transmit SRS whenever SRS and CQI
transmissions happen to coincide in the same subframe. Similarly, a UE does not transmit
SRS whenever SRS and scheduling request (SR) transmissions happen to coincide in the
same subframe.

The sounding reference signal sequence is given as:

rSRS (n) = r(α)u,v (n) , n = 0, 1, . . . ,
(
MRS

sc,b − 1
)

, (9.62)

where r(α)u,v (n) is given by Equation (9.45). The sequence index is derived from the PUCCH
base sequence index and the cyclic shift of the sounding reference signal αSRS is given as:

α = 2π
nSRS

8
, (9.63)
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where nSRS = 0, 1, 2, 3, 4, 5, 6, 7 is configured by higher layers for each UE. The sequence
rSRS(0), . . . , rSRS(MRS

sc,b −1) is multiplied with the amplitude scaling factor βSRS and mapped

in sequence starting with rSRS(0) to resource elements (k , l) according to:

a(2k+k0),l =
{
βSRSrSRS (k) k = 0, 1, , . . .

(
MRS

sc,b − 1
)

0 otherwise,
(9.64)

where k0 is the frequency-domain starting position of the sounding reference signal and MRS
sc,b

is the length of the sounding reference signal sequence defined as:

MRS
sc,b = mSRS,bN RB

sc

2
. (9.65)

The maximum separation between eight cyclic shifts requires that the SRS sequence length
is divisible by eight. This is the case when the SRS bandwidth

(
mSRS,b × N RB

sc

)
is a multiple of

four resource blocks.The mSRS,b is given inTable 9.11 for uplink bandwidth of 6 ≤ N UL
RB ≤ 40.

For other uplink bandwidths N UL
RB , mSRS,b values can be found in [3]. In Table 9.11, the parame-

ter SRS bandwidth configuration is cell-specific and represents that maximum SRS bandwidth.
On the other hand, the parameter SRS bandwidth, b, is a UE-specific value, b = BSRS.

The frequency-domain starting position k0 is defined by:

k0 = k ′
0 +

BSRS∑
b=0

2MRS
sc,bnb, (9.66)

where

k ′
0 =

(⌊
N UL

RB /2
⌋− mSRS,0

2

)
N RB

SC + kTC, (9.67)

where kTC ∈ {0, 1} is a UE-specific offset value depending on SRS transmission comb and nb

is the frequency position index for SRS bandwidth value b. When frequency hopping of the
sounding reference signal is enabled, the SRS hopping bandwidth value bhop ∈ {0, 1, 2, 3} is
given by higher layers.

Table 9.11. mSRS,b and Nb values for the uplink bandwidth of 6 ≤ NUL
RB ≤ 40.

SRS bandwidth SRS bandwidth SRS bandwidth SRS bandwidth
b = 0 b = 1 b = 2 b = 3

SRS bandwidth
configuration mSRS,b Nb mSRS,b Nb mSRS,b Nb mSRS,b Nb

0 36 1 12 3 N/A 1 4 3
1 32 1 16 2 8 2 4 2
2 24 1 N/A 1 N/A 1 4 6
3 20 1 N/A 1 N/A 1 4 5
4 16 1 N/A 1 N/A 1 4 4
5 12 1 N/A 1 N/A 1 4 3
6 8 1 N/A 1 N/A 1 4 2
7 4 1 N/A N/A N/A N/A N/A N/A
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If frequency hopping of the sounding reference signal is not enabled (i.e., bhop ≤ BSRS),
the frequency position index nb remains constant (unless re-configured) and is defined by:

nb = ⌊
4nRRC/mSRS,b

⌋
mod Nb, (9.68)

where frequency-domain position nRRC is a UE-specific value given by the higher layers.
If frequency hopping of the sounding reference signal is enabled (i.e., bhop < BSRS), the
frequency position indexes nb are defined by:

nb =
{⌊

4nRRC/mSRS,b
⌋

mod Nb b ≤ bhop{
Fb(nSRS)+ ⌊

4nRRC/mSRS,b
⌋}

mod Nb otherwise.
(9.69)

We note that for the case of full bandwidth SRS transmission with b = 0, SRS hopping is
not applicable. Nb is given in Table 9.11 for uplink bandwidth of 6 ≤ N UL

RB ≤ 40.
Fb(nSRS) in Equation (9.69) is given as:

Fb(nSRS) =

(Nb/2)

nSRS mod �b′=bhop
Nb′

�b−1
b′=bhop

Nb′

 +
nSRS mod �b′=bhop

Nb′

2�b−1
b′=bhop

Nb′

 if Nb even

	Nb/2

 nSRS

�b−1
b′=bhop

Nb′

 if Nb odd,

(9.70)
where nSRS counts the number of UE-specific SRS transmissions and is given as:

nSRS = ⌊(
nf × 10 + 	ns/2
) /TSRS

⌋
, (9.71)

where nf is system frame number and TSRS ∈ {2, 5, 10, 20, 40, 80, 160, 320} is UE-specific
periodicity of SRS transmission.

An example of SRS bandwidth configurations 0 and 2 for uplink bandwidth of 6 ≤ N UL
RB ≤

40 is depicted in Figure 9.22. We note that a tree-structure is used within each bandwidth
configuration while keeping the minimum SRS bandwidth of four resource blocks. In SRS
bandwidth configurations 0, for example, two UEs can transmit SRS with maximum band-
width of 36 resource blocks within a subframe by using transmission comb offset values of
k ′

0 = 0, 1. Another possibility is that one UE transmit SRS over maximum bandwidth of
36 resource blocks with k ′

0 = 0 while three other UEs transmit SRS over bandwidth of 12
resource blocks with k ′

0 = 1. Similarly, other combinations of various SRS bandwidths of 4,
12 and 36 resource blocks can be considered.

Let us consider the case of SRS bandwidth configuration 0 at level b = 2 with mSRS,b = 4
and bhop = 0 to demonstrate the frequency hopping of SRS as shown in Figure 9.23. In this
case, the values of Fb(nSRS) for different SRS transmission indices nSRS are given as:

Fb=0(nSRS) = 0, 0, 0, 0, 0, 0, 0, 0, 0

Fb=1(nSRS) = 0, 1, 2, 3, 4, 5, 6, 7, 8, 9 nSRS = 0, 1, 2, · · · . (9.72)

Fb=2(nSRS) = 0, 0, 0, 1, 1, 1, 2, 3, 3
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Figure 9.22. SRS bandwidth configurations 0 and 2 for uplink bandwidth of 6 ≤ NUL
RB ≤ 40.
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Figure 9.23. SRS frequency hopping for frequency bandwidth scanning.

By using Equation (9.69), we obtain values for nb for different SRS transmission indices
nSRS as:

n0 = 0, 0, 0, 0, 0, 0, 0, 0, 0

n1 = 0, 1, 2, 0, 1, 2, 0, 1, 2 nSRS = 0, 1, 2, · · · . (9.73)

n2 = 0, 0, 0, 1, 1, 1, 2, 3, 3

By assuming nSRS = 2 in (9.69) and k0
′ = 0 in (9.66), the frequency-domain starting

position k0 for b = 0 and for different SRS transmission indices nSRS is:

k0 = 0, 12N RB
sc , 24N RB

sc , 4N RB
sc , · · · nSRS = 0, 1, 2, · · · . (9.74)

This means that the whole sounding bandwidth of 36 resource blocks can be scanned in nine
SRS transmissions with each SRS scanning four resource blocks as shown in Figure 9.23. We
also note that for b = 1, the whole sounding bandwidth of 36 resource blocks can be scanned
in three SRS transmissions with each SRS scanning 12 resource blocks in a sequential fashion.
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Table 9.12. SRS subframe configurations.

Binary Configuration Period, Transmission offset
Configuration representation TSFC (subframes) �SFC (subframes)

0 681 1 {0}
1 0001 2 {0}
2 0010 2 {1}
3 0011 5 {0}
4 0100 5 {1}
5 0101 5 {2}
6 0110 5 {3}
7 0111 5 {0,1}
8 1000 5 {2,3}
9 1001 10 {0}
10 1010 10 {1}
11 1011 10 {2}
12 1100 10 {3}
13 1101 10 {0,1,2,3,4,6,8}
14 1110 10 {0,1,2,3,4,5,6,8}
15 1111 Inf N/A

The cell-specific subframe configuration period TSFC and the cell specific subframe offsets
�SFC relevant for the transmission of sounding reference signals are given in Table 9.12. The
SRS subframes satisfy the following condition:

(CSFC mod TSFC) ∈ �SFC, (9.75)

where CSFC represents the subframe counter. An example showing SRS transmission in SRS
subframe configuration 7 and subframe configuration 8 is given in Figure 9.24. Since TSFC = 5
the SRS is transmitted every fifth subframe with �SFC = 0, 1 and �SFC = 2, 3 for SRS
subframe configuration 7 and subframe configuration 8 respectively. In SRS subframe con-
figuration 7, subframes numbered 0, 1, 5, 6, . . . contain SRS while in subframe configuration
8 subframes numbered 2, 3, 7, 8, . . . contain SRS as these subframes satisfy the condition in
(9.75). We also note that if subframe configuration 7 is used in one cell and subframe config-
uration 8 is used in a neighboring cell, the SRS in the two cells will be transmitted in different
subframes. This would avoid interference from SRS transmission to SRS transmission. The
SRS subframe configurations allow to control the overhead for SRS in a given cell. The SRS
subframe configurations with smaller configuration periods TSFC mean more SRS overhead.
For example, in SRS configuration 0, SRS is transmitted in every subframe resulting in 7.14%
(1/14) overhead for the case of the normal cyclic prefix. Note that when SRS is transmitted
in every subframe in subframe configuration 0, no offset can be applied. The offset is only
valid when the duty cycle of SRS is less than or equal to 50% (TSFC ≥ 2). The SRS subframe
configuration 15 with TSFC = ∞ means no SRS transmission in the cell.

9.8 Reference signals overhead

The downlink reference signal overhead estimates are given in Table 9.13. We note that the
relative overheads for non-MBSFN transmissions are higher for the case of an extended cyclic
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Figure 9.24. SRS subframe configuration 7 and subframe configuration 8.

Table 9.13. Downlink reference signal overhead estimates.

Reference signal overhead [%]

MBSFN
subframes

Unicast MBSFN containing UE-specific
only only unicast reference

Number of antenna ports subframes subframes control signals

Normal cyclic
prefix

1 4.76 7.14

2 9.52
4 14.29

Extended cyclic
prefix

1 5.56 12.50 13.89 8.33

2 11.11 15.28
4 16.67 18.06

7.5 kHz 1 NA 12.50 NA

prefix. This is because the number of reference symbols in a subframe are the same between
the normal and the extended cyclic prefix, while the total resources within a subframe for the
extended cyclic prefix is 85.7% (12/14) of the normal cyclic prefix resources. The MBSFN
reference signals are defined for the case of an extended cyclic prefix only as the multi-
cell MBSFN channel experiences a larger delay spread relative to a single-cell non-MBSFN
channel. The UE-specific reference signals are defined for a single antenna port with 7.14%
(1/14) and 8.33% (1/12) overhead for normal and extended cyclic prefix respectively.

We note that the UE-specific reference signal overhead is more than a single antenna port
cell-specific reference signal overhead.The reason for this is that cell specific reference signals
are transmitted on all the resource blocks and all the subframes (first two OFDM symbols in the
case of MBSFN subframes), which allow performing interpolation in both the frequency and
time domains. However, UE-specific reference signals are only transmitted in the resources
and subframes allocated for PDSCH transmission to a UE, which limits the interpolation that
can be performed in frequency and time. In order to compensate for this loss, the density
of UE specific reference signals is made higher than cell-specific reference signals. Another
point to note, however, is that UE-specific reference signals also benefit from beam-forming
gains, which can actually improve the channel estimation performance.
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Table 9.14. Uplink demodulation reference signal overhead estimates.

Reference signal overhead [%]

Uplink channel Format Normal cyclic prefix Extended cyclic prefix

PUSCH 14.3% 16.7%

PUCCH
1, 1A and 1B 42.8% 33.3%
2, 2A and 2B 28.6% 16.7%

The uplink demodulation reference signals for the normal cyclic prefix and extended cyclic
prefix cases are shown in Figures 9.18 and 9.19 respectively. The demodulation reference
signals for PUSCH are transmitted in the middle of the slot in symbol with l = 2, 3 for
the extended and normal cyclic prefix respectively. The DMRS overheads for PUSCH and
PUCCH are summarized in Table 9.14. The DMRS overhead for PUSCH is 14.3% (1/7) and
16.7% (1/6) for the normal and extended cyclic prefix respectively. We note that the uplink
reference signal overhead is much larger than the downlink reference signals case.Areason for
this is that the uplink reference signals are UE-specific and transmitted in the resource blocks
and subframes allocated for uplink PUSCH transmission only, which limit the interpolation
in frequency and time.

For PUCCH format 1, 1A and 1B, the demodulation reference signals are transmitted in
three symbols (l = 2, 3, 4) for the normal cyclic prefix and two symbols (l = 2, 3) for the
extended cyclic prefix. This represents a DMRS overhead of 42.8% (3/7) and 33.3% (2/6) for
the normal and extended cyclic prefix respectively. It should be noted that PUCCH format
1 is used for 1-bit scheduling request transmission and PUCCH formats 1A and 1B are used
for BPSK and QPSK ACK/NACK symbol respectively. For coherent detection of a single
modulation symbol, the energy is generally split equally between the reference signal and the
data symbol. Moreover, block-wise spreading of the ACK/NACK modulation symbol is used
in PUCCH formats 1A and 1B. In order to enable the same number of reference signals as
the number of ACK/NACK channels, block-wise spreading also needs to be applied to the
reference signals. Since the number of orthogonal sequences used in block-wise spreading is
three, the number of symbols within a slot required for reference signals is also three.

For PUCCH format 2, 2A and 2B, the demodulation reference signals are transmitted in
two symbols (l = 2, 3) for a normal cyclic prefix and a single symbol (l = 3) for an extended
cyclic prefix. This leads to a DMRS overhead of 28.6% and 16.7% for a normal and an
extended cyclic prefix respectively. It should be noted that PUCCH formats 2, 2A and 2B
are used for channel quality feedback using a block code. Therefore the reference signals
overhead does not need to be as large as in the case of a single modulation symbol detection.
We note that for the extended cyclic prefix, the DMRS overhead for PUCCH format 2, 2A
and 2B is the same as the DMRS overhead for PUSCH.

9.9 Summary

The cell search design in LTE supports scalable bandwidths with a minimum bandwidth of
1.08 MHz. The synchronization signals and broadcast control information are transmitted
in the center 1.08 MHz bandwidth irrespective of the system bandwidth. This allows UEs
to acquire time and frequency synchronization with the network without knowledge of the
system bandwidth, which makes the cell search more efficient and faster. After achieving
the timing and frequency synchronization, the UE can obtain the remaining cell/system-
specific information from the broadcast control channel. The information on the eNB antenna
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configuration is also encoded in the cyclic redundancy check on the broadcast control channel.
Therefore, after successful reception of the broadcast control and CRC check, the UE also
acquires information on the number of antenna ports supported by the eNB.

Three types of reference signals namely cell-specific reference signal, MBSFN reference
signals and UE-specific reference signals are defined for the downlink. All the reference
signals are multiplexed with data within a subframe using a hybrid TDM / FDM approach.
In this hybrid TDM / FDM approach, a fraction of the subcarriers in a few OFDM symbols
within a subframe is used for reference signals transmission. The number of cell-specific
reference signals equals the number of antenna ports supported by the eNB. On the other
hand, both UE-specific and MBSFN reference signals are defined with a single port which
means that only rank-1 transmissions can be performed for MBSFN and for UEs scheduled
using UE-specific reference signals.

The cell-specific reference signals are used for various downlink measurements as well
as for demodulation of non-MBSFN transmissions. The UE-specific and MBSFN reference
signals are used for demodulation purposes only. The cell-specific reference signals are scram-
bled using a cell-specific PN sequence. The MBSFN reference signals are scrambled using an
MBSFN area specific PN sequence, which allows composite MBSFN channel estimates for
MBSFN demodulation. The UE-specific reference signals are scrambled using a cell-specific
and UE-specific PN sequence. All the PN sequences are based on a Gold sequence.

In the uplink, reference signals are defined for demodulation and channel sounding. As
the LTE system does not support transmit diversity or spatial multiplexing in the uplink, ref-
erence signals are defined for a single antenna port only. In addition, the uplink reference
signals are always UE-specific due to the many-to-one nature of the uplink. In many-to-one
transmissions, the concept of cell-specific reference signals does not exist. The uplink refer-
ence signals use low PAPR/CM constant amplitude sequences. The uplink reference signals
are strictly time-multiplexed with other transmissions to ensure the single-carrier property
of the uplink transmissions. If reference signals were frequency-multiplexed with data, the
uplink transmission would behave like a multi-carrier transmission with increased PAPR/CM.
The uplink sounding reference signals are used for uplink channel quality measurement for
channel-sensitive scheduling as well as for uplink power and timing control. The bandwidth of
sounding reference signals can be configured in a UE-specific manner. On the other hand, the
time-domain frequency of sounding reference signals is configured in a cell-specific manner.
The cell-specific configuration of the time-domain frequency of sounding reference signals
allows one to control the total SRS overhead in the cell.
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Random access is generally performed when the UE turns on from sleep mode, performs
handoff from one cell to another or when it loses uplink timing synchronization. At the
time of random access, it is assumed that the UE is time-synchronized with the eNB on the
downlink. Therefore, when a UE turns on from sleep mode, it first acquires downlink timing
synchronization. The downlink timing synchronization is achieved by receiving primary and
secondary synchronization sequences and the broadcast channel as discussed in Chapter 9.
After acquiring downlink timing synchronization and receiving system information including
information on parameters specific to random access, the UE can perform the random access
preamble transmission. Random access allows the eNB to estimate and, if needed, adjust
the UE uplink transmission timing to within a fraction of the cyclic prefix. When an eNB
successfully receives a random access preamble, it sends a random access response indicating
the successfully received preamble(s) along with the timing advance (TA) and uplink resource
allocation information to the UE. The UE can then determine if its random access attempt has
been successful by matching the preamble number it used for random access with the preamble
number information received from the eNB. If the preamble number matches, the UE assumes
that its preamble transmission attempt has been successful and it then uses the TA information
to adjust its uplink timing. After the UE has acquired uplink timing synchronization, it can
send uplink scheduling or a resource request using the resources indicated in the random
access response message as depicted in Figure 10.1.

10.1 Random access preamble formats

Since the random access (RA) mechanism is used by the UE when it is not synchronized on the
uplink a guard time (GT) needs to be introduced to avoid collisions with other transmissions.
The duration of the guard time needs to account for the round trip propagation time as shown
in Figure 10.2 and is dependent upon the cell size supported. With propagation speed of
1 km/3.33 µs, approximately 6.7 µs of guard time per kilometer is required to accommodate
the round-trip time. In order to support cell size up to 100 km as required for LTE, the guard
time should be in the range of 670 µs. However, this large guard time would be an undesired
overhead when the system is deployed with smaller cells, which are most common. Therefore,
multiple random access preamble formats with both small and large guard times are defined
as shown in Figure 10.3. In order to enable simple frequency-domain processing, the random
access preamble also uses a cyclic prefix. The length of the cyclic prefix (CP) accounts
for both the propagations delays as well as the channel delay spread. The random access
preamble length is always 0.8 ms. In format 0, both the CP and GT are equal to approximately
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Figure 10.2. Round trip propagation time.

0.1 ms, which are sufficient to support cell size of up to approximately 15 km. In format 1,
the CP and GT are respectively 0.68 s and 0.52 ms, which are sufficient to support cell size
of up to approximately 78 kilometers. Another aspect to consider is if preamble length of
0.8 ms provides enough energy for it to be successfully detected at the eNB. Therefore, to
provide energy gain, in formats 2 and 3, preamble is repeated once. In format 2, both the CP
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Figure 10.3. Random access preamble formats.

Table 10.1. Random access preamble parameters.

Preamble TCP + TSEQ
format TCP TSEQ TGT +TGT

0 3168 · Ts ≈ 0.1 ms 24576 · Ts = 0.8 ms 2976 · Ts ≈ 0.1 ms 3072 · Ts = 1 ms
1 21024 · Ts ≈ 0.68 ms 24576 · Ts = 0.8 ms 15840 · Ts ≈ 0.52 ms 2.3072 · Ts = 2 ms
2 6240 · Ts ≈ 0.2 ms 2.24576 · Ts = 1.6 ms 6048 · Ts ≈ 0.2 ms 2.3072 · Ts = 2 ms
3 21024 · Ts ≈ 0.68 ms 2.24576 · Ts = 1.6 ms 21984 · Ts ≈ 0.72 ms 3.3072 · Ts = 3 ms

and GT are equal to approximately 0.2 ms, which is sufficient to support cell size of up to
approximately 30 kilometers. In format 2, CP and GT are approximately equal to 0.68 and
0.72 ms respectively, which are sufficient to support cell size of over 100 km.

The detailed parameters for the random access preamble formats are summarized in
Table 10.1. All the time durations are defined in terms of the sample period Ts = 1/fs,
where fs = 30.72 M samples/sec.

10.2 RA sequence length and resource mapping

In a frequency-domain, similar to PSS and SSS, random access transmission uses six resource
blocks with total bandwidth equal to 1.08 MHz. We note that RA preamble length needs
to be selected as a prime number in order to maximize the number of available sequences.
However, with the six resource block allocation for random access, a total of 72 data subcarriers
with 15 KHz subcarrier spacing are available. With random access subcarrier spacing of
�fRA = 1.25 kHz, the number of available subcarriers is 864, which is not a prime number.
The prime numbers around 864 are 829, 839, 853, 857, 859, 863 and 877. A preamble length
larger than 864 would lead to unavoidable interference to/from data subcarriers and therefore
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is not considered. At first instance, a sequence length of 863 appears a good choice. However,
the data OFDM symbols and random access preamble transmissions are not aligned as shown
in Figure 10.4. This would lead to interference between data transmission and random access
transmissions. Therefore, a small guard band can be introduced between data and random
access transmissions.Aguard band consisting of a total of 25 guard subcarriers with subcarrier
spacing of �fRA = 1.25 kHz was considered sufficient. This led to the selection of a random
access preamble length of NZC = 839.

Two different schemes with and without DFT precoding as shown in Figure 10.5 can be
envisioned for random access preamble mapping. However, DFT precoding of a ZC sequence
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converts the sequence to another ZC sequence with a different root index. Therefore, unlike
data transmission using SC-FDMA, DFT precoding is an unnecessary step for uplink trans-
mission of random access preamble. Therefore, a simpler structure without DFT precoding
with direct mapping of ZC sequence samples to subcarriers is used in the LTE system.

With no DFT precoding, the time-continuous random access signal can be written as below:

s (t) = β

(NZC−1)∑
k=0

(NZC−1)∑
n=0

xu,v (n) · e
−j2πnk

NZC · e
j2π

(
k+ϕ+ �f

�fRA

(
k0+ 1

2

))
�fRA(t−TCP), (10.1)

where xu,v (n) is the uth root Zadoff–Chu sequence with cyclic shift v (see Section 10.4).
Also, 0 ≤ t <

(
TSEQ − TCP

)
and βPRACH is an amplitude scaling factor. The random access

preamble location in the frequency domain is controlled by the parameter k0 given as:

k0 = (
kRAN RB

SC

)−
(

N UL
RB N RB

SC

2

)
, (10.2)

where 0 ≤ kRA ≤ (
N UL

RB − 6
)

is the physical resource block number configured by higher
layers. �f and �fRA are subcarrier spacings for data and random access respectively and the
factor �f

�fRA
accounts for the difference in subcarrier spacing. ϕ is a fixed offset determining

the frequency-domain location of the random access preamble within the physical resource
blocks. The frequency scaling factor k0 as a function of kRA for N UL

RB = 50 and N RB
SC = 12 is

plotted in Figure 10.6. In this case there is a total of 600 data subcarriers and the starting position
for random access can be between subcarrier number −300 and subcarrier number 228. We

note that k0 = 0 for kRA = NUL
RB
2 .
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The random access preamble structure in the frequency domain is shown in
Figure 10.7. With ϕ = 7 assumed in the LTE system, a guard band of approximately one
data subcarrier ∼ �f or 12.5 random access subcarriers �f ≈ 12.5�fRA is provided on each
side of the random access preamble transmission.

10.3 Random access configurations

In the time domain, a single random access resource is allowed at most. A total of 16 random
access configurations are defined for each of the few preamble formats (see Table 10.2). The
parameter PRACH configuration index in Table 10.2 is set by higher layers. The start of the
random access preamble is aligned with the start of the corresponding uplink subframe at the
UE assuming a timing advance of zero. This is because the round trip propagation delay is
already accounted for in the guard time. For random access configuration using even system
frame numbers, that is configurations 0, 1, 2, 15, 16, 17, 18, 31, 32, 33, 34, 47, 48, 49, 50 and 63,
the UE may for handover purposes assume an absolute value of the relative time difference
between radio frame i in the current cell and the target cell of less than 153 600 · Ts =
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Table 10.2. Random access configurations for preamble format 0−3.

PRACH PRACH
config- System config- System
uration Preamble frame Subframe uration Preamble frame Subframe
index format number number index format number number

0 0 Even 1 32 2 Even 1
1 0 Even 4 33 2 Even 4
2 0 Even 7 34 2 Even 7
3 0 Any 1 35 2 Any 1
4 0 Any 4 36 2 Any 4
5 0 Any 7 37 2 Any 7
6 0 Any 1, 6 38 2 Any 1, 6
7 0 Any 2, 7 39 2 Any 2, 7
8 0 Any 3, 8 40 2 Any 3, 8
9 0 Any 1, 4, 7 41 2 Any 1, 4, 7
10 0 Any 2, 5, 8 42 2 Any 2, 5, 8
11 0 Any 3, 6, 9 43 2 Any 3, 6, 9
12 0 Any 0, 2, 4, 6, 8 44 2 Any 0, 2, 4, 6, 8
13 0 Any 1, 3, 5, 7, 9 45 2 Any 1, 3, 5, 7, 9
14 0 Any 0, 1, 2, 3, 4, 46 N/A N/A N/A

5, 6, 7, 8, 9
15 0 Even 9 47 2 Even 9
16 1 Even 1 48 3 Even 1
17 1 Even 4 49 3 Even 4
18 1 Even 7 50 3 Even 7
19 1 Any 1 51 3 Any 1
20 1 Any 4 52 3 Any 4
21 1 Any 7 53 3 Any 7
22 1 Any 1, 6 54 3 Any 1, 6
23 1 Any 2, 7 55 3 Any 2, 7
24 1 Any 3, 8 56 3 Any 3, 8
25 1 Any 1, 4, 7 57 3 Any 1, 4, 7
26 1 Any 2, 5, 8 58 3 Any 2, 5, 8
27 1 Any 3, 6, 9 59 3 Any 3, 6, 9
28 1 Any 0, 2, 4, 6, 8 60 N/A N/A N/A
29 1 Any 1, 3, 5, 7, 9 61 N/A N/A N/A
30 N/A N/A N/A 62 N/A N/A N/A
31 1 Even 9 63 3 Even 9

0.5 ms. The overhead for random access can be calculated from the allowed time-domain
frequency of random access transmissions. For example, if the system bandwidth is 50 resource
blocks and configuration 9 with random access allowed in all system frame numbers, the
overhead is:

OH = 6

50
× 3

10
= 3.6%. (10.3)

Note that configuration 9 allocates three out of a total of 10 subframes for random access
transmissions. It can be noted that for the same time-domain frequency, the random access
overhead will be larger for smaller system bandwidths. On the other hand, it can be argued
that if the system bandwidth is smaller, the number of users supported will also be smaller
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resulting in a smaller number of random access attempts. This would favor reducing time-
domain frequency of random access transmissions using configurations with fewer subframes
allocated for random access transmissions for smaller system bandwidths.

10.4 RA preamble cyclic shifts

In order to meet random access coverage requirements only 6-bit information is transmit-
ted using a preamble. The preamble waveforms should have good detection probability
while maintaining low false alarm rate, low collision probability, low peak-to-average power
ratio (PAPR) or signal peakiness, and allow accurate timing estimation. Some examples of
sequences that meet these requirements are Zadoff–Chu sequences [1] and generalized chirp-
like (GCL) sequences [2]. These sequences have an advantage relative to pseudo random (PN)
sequences due to their low PAPR property that is important for uplink transmissions due to
limited transmit power of the UE. In the LTE system, ZC sequences were selected for uplink
random access preamble transmission.

Since the random access preamble length selected in the LTE system is an odd number
(NZC = 839), the uth root Zadoff–Chu sequence is given by:

xu (n) = e
−j πun(n+1)

NZC , 0 ≤ n ≤ NZC − 1. (10.4)

From the uth root Zadoff–Chu sequence, random access preambles with zero correlation
zones (ZCZ) of length (NCS − 1) are defined by cyclic shifts according to

xu,v(n) = xu((n + Cv)NZC), (10.5)

where the modulo operation ( p)N is defined as:

( p)N =




Rem
[ p

N

]
p ≥ 0

Rem




N − Rem

[−p

N

]
N


 p < 0

(10.6)

and Rem[ ] takes the remainder of the ratio of two integers.
In the LTE system, two sets of cyclic shifts namely unrestricted and restricted cyclic shifts

are specified. In the restricted cyclic shifts, only a subset of the total cyclic shifts is allowed
to support high mobility scenarios.

10.4.1 Unrestricted cyclic shifts

In the unrestricted case, the allowed cyclic shift value Cv is given by

Cv = v NCS v = 0,1,…,
⌊
NZC

/
NCS

⌋− 1. (10.7)

A total of 16 configurations with different values for NCS as given in Table 10.3 are sup-
ported. A larger NCS value allows larger delay spreads at the expense of reduced number of
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Table 10.3. Cyclic shifts NCS and number of available cyclic shifts.

Unrestricted Restricted

number of available number of available
NCS configuration NCS cyclic shifts NCS cyclic shifts

0 0 Inf 15

Depends on
NCS and ZC
root index

1 13 64 18
2 15 55 22
3 18 46 26
4 22 38 32
5 26 32 38
6 32 26 46
7 38 22 55
8 46 18 68
9 59 14 82
10 76 11 100
11 93 9 128
12 119 7 158
13 167 5 202
14 279 3 237
15 419 2 −

Figure 10.8. Correlation for NCS configuration 13 with NCS = 167. The number of available cyclic
shifts is five.

available cyclic shifts. For example, NCS configuration number 1 with NCS = 13 provides 64
cyclic shifts and can support a delay spread of up to 12.4 microseconds (13 × 0.8 ms/839). In
Figure 10.8, we show correlations for NCS configuration number 13 with NCS = 167. In this
case, the number of available cyclic shifts is only five and, therefore, multiple root indices
need to be used to provide a total of 64 required RA sequences in a cell.
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10.4.2 Restricted cyclic shifts

A frequency error due to Doppler frequency shift affects the detection performance and false
alarm rate due to the autocorrelation side lobes or the aliases of the main lobe. Let the received
RA preamble without frequency offset be denoted as ru (n) and the frequency offset is �ω,
then the received RA preamble with frequency offset is given by:

r̂u (n) = ru (n) · e j�wn = ru (n) · e
j2π

(
�f
fs

)
n
, (10.8)

where �f is the frequency offset in Hz and fs is the sampling rate of the RA preamble. Note
that in the case of critical sampling, fs is the bandwidth of the RACH preamble. With the above
definitions and ignoring noise and interference, the auto-correlation of r̂u (n) at the zeroth lag
can be obtained by setting ru (n) = xu (n) as :

Rx (0) =
(NZC−1)∑

n=0

r̂u (n) · x∗
u (n)

=
(NZC−1)∑

n=0

e
−j πun(n+1)

NZC · e
j2π

(
�f
fs

)
n · e

j πun(n+1)
NZC

=
(NZC−1)∑

n=0

e
j2π

(
�f
fs

)
n
. (10.9)

We note that with no frequency error �f = 0, the correlation at zeroth lag is equal to the
ZC sequence length:

Rx (0) =
(NZC−1)∑

n=0

e
j2π

(
0
fs

)
n = NZC. (10.10)

The correlation is zero for all lags other than zero. This means that when a ZC sequence is
received with no frequency errors, the sequence can be detected with high reliability.

The correlation at zeroth lag Rx (0) as a function of frequency error �f is shown in
Figure 10.9. We note that the autocorrelation degrades in the presence of frequency errors.
In particular, when the frequency error is an integer multiple of 1.25 kHz, the correlation at
zeroth lag is zero and hence the detection is impossible. This is assuming RACH bandwidth
of 1.048 MHz (839 × 1.25 kHz) for transmission of length 839 sequence with random access
subcarrier separation �fRA of:

�fRA = 1

TSEQ
= 1

0.5 ms
= 1.25 kHz. (10.11)

Assuming frequency errors happen due to Doppler shift at higher UE speeds, then an abso-
lute Doppler frequency shift of fD = 1/TSEQ = �fRA = 1.25 kHz gives rise to correlation
peaks in the receiver’s bank of correlators corresponding to the cyclic shifts (vNCS + du)NZC

or (vNCS − du)NZC
for fD = 1

/
TSEQ and fD = −1

/
TSEQ respectively, where du
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Figure 10.9. Correlation at zeroth lag as a function of frequency error �f for NZC = 839.

is given as [3]:

du =



(mNZC − 1)

u
0 ≤ (mNZC − 1)

u
< NZC

/
2

NZC − (mNZC − 1)

u
otherwise,

(10.12)

where m is the smallest positive integer for which du is an integer. The delay offset du values
for ZC sequence indices with NZC = 839 are provided in Figure 10.10.

An alternative way of writing du is:

du =




u−1 mod NZC 0 ≤ u−1 mod NZC < NZC
/

2

NZC − u−1 mod NZC otherwise,

(10.13)

where, u−1 is a positive integer for which the following condition holds:

u × u−1 mod NZC = 1. (10.14)

If we consider a ZC sequence root index u = 300, the delay offset du due to Doppler shift
can be obtained:

du = (mNZC − 1)

u
= (59 × 839 − 1)

300
= 165. (10.15)
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Figure 10.10. du for various root ZC indices for NZC = 839.

Here m = 59 is the smallest positive integer for which du is an integer. Using the alternative
method, we first obtain the integer u−1:

u × u−1 mod NZC = 1
(300 × 674) mod 839 = 1

⇒ u−1 = 674. (10.16)

Since u−1 = 674 > NZC = 839, du is given as:

du = NZC − u−1 mod NZC = 839 − 674 = 165. (10.17)

The delay offset du due to Doppler shift can be obtained by using yet another condition as
below:

u × u−1 mod NZC = NZC − 1
(300 × 165) mod 839 = 838

⇒ du = 165. (10.18)

Figure 10.11 shows correlation performance due to Doppler shift of fD = 1
/

TSEQ and
fD = −1

/
TSEQ for NZC = 839, v = 1NCS = 93, u = 300 and du = 165. In this case, the

locations of the two correlation peaks are given as:

(vNCS + du)NZC
= (93 + 165)839 = 258, fD = 1

TSEQ

(vNCS − du)NZC
= (93 − 165)839 = 767, fD = −1

TSEQ
.

(10.19)
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Figure 10.11. Correlation due to fD = 1.25 and −1.25 kHz for NZC = 839, NCS = 93,
u = 300 and du = 165.

In the case of a Doppler shift of zero fD = 0, the correlation peak would have been at
vNCS = 93. However, for Doppler shift of fD = ±1

/
TSEQ, correlation at vNCS = 93 is zero.

This means that the transmitted sequence will be detected wrongly and hence a false alarm is
unavoidable.

In Figure 10.12, we show the correlation performance for fD = 1
/(

2TSEQ
)
. We observe

two equal size peaks at vNCS = 93 and (vNCS + du)NZC
= (93 + 165)839 = 258. This shows

that with a smaller Doppler shift, a peak at the original location can be observed. However,
another peak at a second location can lead to a false detection. For fD > 1

/(
2TSEQ

)
, the

peak at the original location vNCS = 93 is smaller than the side peak at (vNCS + du)NZC
=

(93 + 165)839 = 258. A Doppler frequency shift of fD = 1
/(

2TSEQ
) = 0.625 kHz occurs at

quite high UE speeds, for example, at 337.5 km/h for 2.0 GHz carrier frequency. However,
in addition to the Doppler frequency shift, the round trip time and delay spread may cause
additional offset of the correlation peaks.

A possible solution to reduce the effect of Doppler shift would be to use shorter length ZC
sequences and perform sequence repetitions. The correlation at zeroth lag as a function of
frequency error �f or Doppler shift fD for NZC = 419 is given in Figure 10.13. We note that
with smaller TSEQ = 0.4 ms, the Doppler shift fD = ±1

/
TSEQ for which correlation at the

original location is zero increases to 2.5 kHz.ADoppler frequency shift of fD = 1
/(

2TSEQ
) =

1.25 kHz now occurs at UE speed of 675 km/h for 2.0 GHz carrier frequency. However, a
shorter ZC sequence length results in reduction of the available sequences as well as the
processing gain. Note that with sequence length NZC selected as a prime number, there are
(NZC − 1) sequences available.

Another solution is based on restrictions on the root sequence and cyclic shift indices.
The problem we are facing is that with Doppler shift, an RA preamble is falsely identified
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Figure 10.13. Correlation at zeroth lag as a function of frequency error �f for NZC = 419.

in the receiver’s bank of correlators as the RA preamble defined by one of the cyclic shifts
vNCS ±⌊du

/
NCS

⌋×NCS or vNCS ±(1 + ⌊
du
/

NCS
⌋)×NCS of the same root sequence. In the

case of du < NCS or du > (N − NCS), the correlation peaks may lead to identification of the
correct RA preamble but with erroneous delay and therefore sequences with such values of du
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Figure 10.12. Correlation due to fD = 0.625 kHz for NZC = 839, NCS = 93, u = 300 and du = 165.
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should not be used. If du is in the range
[
(NZC−NCS)

2 , (NZC+NCS)
2

]
, then it is not possible for the

detector to distinguish whether a correlation peak is due to a positive or a negative Doppler
shift and hence it is not possible to obtain the correct time of arrival estimate and therefore
these sequences should not be used. This approach of root sequence and cyclic shift indices
restriction also results in reduction in the number of available sequences and an increase in
complexity for RA preamble selection. Nevertheless, this approach was selected in the LTE
system for supporting high mobility scenarios.

In order to avoid the cases of misdetection of the RA preamble at higher UE speeds, a
restricted set of cyclic shifts for a given root sequence xu (k) is defined for generating RA
preambles. These allowed cyclic shifts are related to the cyclic offset du of xu (k) that would
be produced by the Doppler frequency shift fD = 1/TSEQ = 1.25 kHz.

In the restricted case, the allowed cyclic shift value Cv is given by:

Cv = dstart
⌊
v
/

nRA
shift

⌋+ (v mod nRA
shift)NCS v = 0, 1, . . . , nRA

shiftn
RA
group + n̄RA

shift − 1.

(10.20)

The parameters for restricted sets of cyclic shifts depend on du and are given by:

=




nRA
shift = ⌊

du
/

NCS
⌋

dstart = 2du + nRA
shiftNCS

nRA
group = ⌊

NZC
/

dstart
⌋

n̄RA
shift = max (�(NZC − 2du

−nRA
groupdstart)

/
NCS

⌋
, 0
)

NCS ≤ du < NZC
/

3

nRA
shift = ⌊

(NZC − 2du)
/

NCS
⌋

dstart = NZC − 2du + nRA
shiftNCS

nRA
group = ⌊

du
/

dstart
⌋

n̄RA
shift = min (max (�(du

−nRA
groupdstart)

/
NCS

⌋
, 0
)

, nRA
shift

)
NZC

/
3 ≤ du ≤ (NZC − NCS)

/
2.

(10.21)

For all other values of du, there are no cyclic shifts in the restricted set.
In the case of unrestricted cyclic shifts, the allowed cyclic shift values are determined

by the NCS value only and are independent of the root sequence index. For the restricted
cyclic shifts, however, the allowed cyclic shift values are also functions of the root sequence
index. Let us consider an example for NCS configuration 1 with NCS = 18 and root
sequence index of 300 with du = 165. The parameters for restricted cyclic shifts are then
given as:

nRA
shift = ⌊

du
/

NCS
⌋ = ⌊

165
/

18
⌋ = 9

dstart = 2du + nRA
shiftNCS = 2 × 165 + 9 × 18 = 492

nRA
group = ⌊

NZC
/

dstart
⌋ = ⌊

839
/

492
⌋ = 1
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n̄RA
shift = max

(⌊
(NZC − 2du − nRA

groupdstart)
/

NCS

⌋
, 0
)

= max
(⌊
(839 − 2 × 165 − 1 × 492)

/
18
⌋

, 0
) = 0. (10.22)

The cyclic shift values Cv are given as:

Cv = 492 �v/9� + (v mod 9)18 v = 0, 1, . . . , 8. (10.23)

We note that in this case a total of nine cyclic shifts Cv = v × 18, v = 0, 1, . . . , 8 are
available.

Let us now consider another example for the same NCS configuration with NCS = 18 and
root sequence index of 631 with du = 359. The parameters for restricted cyclic shifts in this
case are given as:

nRA
shift = ⌊

(NZC − 2du)
/

NCS
⌋ = ⌊

(839 − 2 × 359)
/

18
⌋ = 6

dstart = NZC − 2du + nRA
shiftNCS = 839 − 2 × 359 + 6 × 18 = 229

nRA
group = ⌊

du
/

dstart
⌋ = 1

n̄RA
shift = min

(
max

(⌊
(du − nRA

groupdstart)
/

NCS

⌋
, 0
)

, nRA
shift

)
= min

(
max

(⌊
(359 − 229)

/
18
⌋

, 0
)

, 9
) = 7. (10.24)

The cyclic shift values Cv are given as:

Cv = dstart
⌊
v
/

nRA
shift

⌋+ (v mod nRA
shift)NCS v = 0, 1, . . . , nRA

shiftn
RA
group + n̄RA

shift − 1.

(10.25)

We note that in this case a total of 13 cyclic shifts with

Cv = [0 18 36 54 72 90 229 247 265 283 301 319 458] (10.26)

are available. We remark that NCS configuration 1 provides a total of 55 cyclic shifts for all root
sequences in the unrestricted case. As expected, the cyclic shifts available for the restricted
case are smaller.

10.4.3 Sequence and cyclic shift selection

Since the RACH preamble carries 6 bits a total of 64 preambles need to be available in each
cell. The set of 64 preamble sequences in a cell is determined by including first, in the order
of increasing cyclic shift, all the available cyclic shifts of a root Zadoff–Chu sequence with
the logical index broadcast as part of the system information on BCH. In case 64 preambles
cannot be generated from a single root Zadoff–Chu sequence, additional preamble sequences
are obtained from the root sequences with the consecutive logical indexes until all the 64
sequences are found. The logical root sequence order is cyclic, which means that the logical
index 0 is consecutive to 837. The relationship between a logical root sequence index and
physical root sequence index u for the LTE system is given in Table 10.4.
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Table 10.4. Mapping of logical root sequence numbers to physical root sequence numbers.

Logical root Physical root sequence number u (in increasing order of the
sequence corresponding logical sequence number)
number

0–23 129, 710, 140, 699, 120, 719, 210, 629, 168, 671, 84, 755, 105, 734, 93, 746,

70, 769, 60, 779, 2, 837, 1, 838

24–29 56, 783, 112, 727, 148, 691

30–35 80, 759, 42, 797, 40, 799

36–41 35, 804, 73, 766, 146, 693

42–51 31, 808, 28, 811, 30, 809, 27, 812, 29, 810

52–63 24, 815, 48, 791, 68, 771, 74, 765, 178, 661, 136, 703

64–75 86, 753, 78, 761, 43, 796, 39, 800, 20, 819, 21, 818

76–89 95, 744, 202, 637, 190, 649, 181, 658, 137, 702, 125, 714, 151, 688

90–115 217, 622, 128, 711, 142, 697, 122, 717, 203, 636, 118, 721, 110, 729, 89, 750,
103, 736, 61, 778, 55, 784, 15, 824, 14, 825

116–135 12, 827, 23, 816, 34, 805, 37, 802, 46, 793, 207, 632, 179, 660, 145, 694, 130,
709, 223, 616

136–167 228, 611, 227, 612, 132, 707, 133, 706, 143, 696, 135, 704, 161, 678, 201,
638, 173, 666, 106, 733, 83, 756, 91, 748, 66, 773, 53, 786, 10, 829, 9, 830

168–203 7, 832, 8, 831, 16, 823, 47, 792, 64, 775, 57, 782, 104, 735, 101, 738, 108,
731, 208, 631, 184, 655, 197, 642, 191, 648, 121, 718, 141, 698, 149, 690,
216, 623, 218, 621

204–263 152, 687, 144, 695, 134, 705, 138, 701, 199, 640, 162, 677, 176, 663, 119,
720, 158, 681, 164, 675, 174, 665, 171, 668, 170, 669, 87, 752, 169, 670, 88,
751, 107, 732, 81, 758, 82, 757, 100, 739, 98, 741, 71, 768, 59, 780, 65, 774,
50, 789, 49, 790, 26, 813, 17, 822, 13, 826, 6, 833

264–327 5, 834, 33, 806, 51, 788, 75, 764, 99, 740, 96, 743, 97, 742, 166, 673, 172,
667, 175, 664, 187, 652, 163, 676, 185, 654, 200, 639, 114, 725, 189, 650, 115,
724, 194, 645, 195, 644, 192, 647, 182, 657, 157, 682, 156, 683, 211, 628, 154,
685, 123, 716, 139, 700, 212, 627, 153, 686, 213, 626, 215, 624, 150, 689

328–383 225, 614, 224, 615, 221, 618, 220, 619, 127, 712, 147, 692, 124, 715, 193, 646,
205, 634, 206, 633, 116, 723, 160, 679, 186, 653, 167, 672, 79, 760, 85, 754,
77, 762, 92, 747, 58, 781, 62, 777, 69, 770, 54, 785, 36, 803, 32, 807, 25, 814,
18, 821, 11, 828, 4, 835

384–455 3, 836, 19, 820, 22, 817, 41, 798, 38, 801, 44, 795, 52, 787, 45, 794, 63, 776,
67, 772, 72, 767, 76, 763, 94, 745, 102, 737, 90, 749, 109, 730, 165, 674, 111,
728, 209, 630, 204, 635, 117, 722, 188, 651, 159, 680, 198, 641, 113, 726,
183, 656, 180, 659, 177, 662, 196, 643, 155, 684, 214, 625, 126, 713, 131,
708, 219, 620, 222, 617, 226, 613

456–513 230, 609, 232, 607, 262, 577, 252, 587, 418, 421, 416, 423, 413, 426, 411, 428,
376, 463, 395, 444, 283, 556, 285, 554, 379, 460, 390, 449, 363, 476, 384, 455,
388, 451, 386, 453, 361, 478, 387, 452, 360, 479, 310, 529, 354, 485, 328, 511,
315, 524, 337, 502, 349, 490, 335, 504, 324, 515

514–561 323, 516, 320, 519, 334, 505, 359, 480, 295, 544, 385, 454, 292, 547, 291, 548,
381, 458, 399, 440, 380, 459, 397, 442, 369, 470, 377, 462, 410, 429, 407, 432,
281, 558, 414, 425, 247, 592, 277, 562, 271, 568, 272, 567, 264, 575, 259, 580
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Table 10.4. (Continued)

Logical root Physical root sequence number u (in increasing order of the
sequence corresponding logical sequence number)
number

562–629 237, 602, 239, 600, 244, 595, 243, 596, 275, 564, 278, 561, 250, 589, 246, 593,
417, 422, 248, 591, 394, 445, 393, 446, 370, 469, 365, 474, 300, 539, 299, 540,
364, 475, 362, 477, 298, 541, 312, 527, 313, 526, 314, 525, 353, 486, 352, 487,
343, 496, 327, 512, 350, 489, 326, 513, 319, 520, 332, 507, 333, 506, 348, 491,
347, 492, 322, 517

630–659 330, 509, 338, 501, 341, 498, 340, 499, 342, 497, 301, 538, 366, 473, 401, 438,
371, 468, 408, 431, 375, 464, 249, 590, 269, 570, 238, 601, 234, 605

660–707 257, 582, 273, 566, 255, 584, 254, 585, 245, 594, 251, 588, 412, 427, 372, 467,
282, 557, 403, 436, 396, 443, 392, 447, 391, 448, 382, 457, 389, 450, 294, 545,
297, 542, 311, 528, 344, 495, 345, 494, 318, 521, 331, 508, 325, 514, 321, 518

708–729 346, 493, 339, 500, 351, 488, 306, 533, 289, 550, 400, 439, 378, 461, 374, 465,
415, 424, 270, 569, 241, 598

730–751 231, 608, 260, 579, 268, 571, 276, 563, 409, 430, 398, 441, 290, 549, 304, 535,
308, 531, 358, 481, 316, 523

752–765 293, 546, 288, 551, 284, 555, 368, 471, 253, 586, 256, 583, 263, 576

766–777 242, 597, 274, 565, 402, 437, 383, 456, 357, 482, 329, 510

778–789 317, 522, 307, 532, 286, 553, 287, 552, 266, 573, 261, 578

790–795 236, 603, 303, 536, 356, 483

796–803 355, 484, 405, 434, 404, 435, 406, 433

804–809 235, 604, 267, 572, 302, 537

810–815 309, 530, 265, 574, 233, 606

816–819 367, 472, 296, 543

820–837 336, 503, 305, 534, 373, 466, 280, 559, 279, 560, 419, 420, 240, 599, 258, 581,
229, 610

10.5 Signal peakiness of RA sequences

In Chapter 5, we discussed the need for low signal peakiness for uplink transmissions due
to limited UE transmit power. Low signal peakiness results in higher power efficiency due
to smaller back off required for the UE power amplifier. Higher power amplifier efficiency
in turn allows achieving larger coverage for the same power amplifier power rating. One
of the desired characteristics of ZC sequences is that they exhibit low signal peakiness. We
provide cubic metric (see Section 5.1.2) performance for different ZC root sequence indices
in Figures 10.14 and 10.15. In Figure 10.14, the root index is defined in the time domain,
which is the case for the scheme with DFT precoding in Figure 10.5. We note that cubic
metric roughly increases with increasing root sequence index. We also observe the symmetry
property with the rth and (NZC − r)th sequences exhibiting similar cubic metric performance.
Figure 10.15 depicts cubic metric performance when the ZC sequence index is defined in the
frequency-domain, which is the case for the scheme without DFT precoding in Figure 10.5.
Again, we observe a symmetry which, however, is not as obvious as in the first case. Again,
it should be understood that DFT precoding of a ZC sequence results in another ZC sequence
with a different root index.
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Figure 10.14. Cubic metric for the case of ZC root indices defined in the time domain.

10.6 Random access MAC procedures and formats

10.6.1 Random access MAC procedures

Arandom access procedure is initiated by a PDCCH (physical downlink control channel) order
or by the MAC sublayer. The PDCCH order is used when the data for the UE arrives at eNB and
eNB assumes the UE is out of synchronization. In all other cases, MAC initiates the procedure
due to data coming from RRC (Radio Resource Control) or in the user plane.The PDCCH order
or RRC can optionally indicate a random access preamble and PRACH resource to the UE.
Before the random access procedure can be initiated, the UE has access to the information that
includes the available set of PRACH resources and their corresponding RA-RNTIs (random
access radio network temporary identifiers), the groups of random access preambles and
the set of available access preambles in each group, the thresholds required for selecting
one of the two groups of preambles, the parameters required to derive the TTI window, the
power-ramping factor POWER_RAMP_STEP, the parameter PREAMBLE_TRANS_MAX,
the initial preamble power PREAMBLE_ INITIAL_RECEIVED_TARGET_POWER, etc.
The RA-RNTI is used on the PDCCH when random access response (RAR) messages are
transmitted. It unambiguously identifies which time-frequency resource was utilized by the
UE to transmit the Random Access preamble. A TTI window is a time period over which UE
monitors random access response messages from the eNB. Once the UE is ready to perform
a random access, it sets the PREAMBLE_TRANSMISSION_COUNTER to one and the
backoff parameter value to 0 ms and proceeds to the selection of the random access resource.

If the random access preamble and PRACH resource have been explicitly signaled by the
eNB and the random access preamble expiration time (if configured) has not expired, the UE
does not need to perform resource selection and can directly proceed to the transmission of
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Figure 10.15. Cubic metric for the case of ZC root indices defined in the time domain.

the preamble. If the random access preamble and PRACH resource is not explicitly signaled,
the UE first selects one of the two preamble groups. The groups’ selection decision can be
based on the size of the message to be transmitted on the uplink or the requested resource
blocks as well as the radio conditions. Once the preamble group has been selected, the UE
randomly selects a random access preamble within the selected group.

The UE then sets the preamble transmit power parameter as:

PREAMBLE_RECEIVED_TARGET_POWER =
PREAMBLE_INITIAL_RECEIVED_TARGET_POWER +
(PREAMBLE_TRANSMISSION_COUNTER–1)×
POWER_RAMP_STEP. (10.27)

This makes sure that the preamble transmit power is increased by POWER_
RAMP_STEP for every random access retry.

The UE then determines the next available random access occasion and transmits a pream-
ble using the selected PRACH resource, preamble index and PREAMBLE_RECEIVED_
TARGET_POWER. The MAC layer in the UE also informs the physical layer of the RA-RNTI
corresponding to the PRACH resource.

In case the maximum number of preamble transmissions attempts is reached, that is:

PREAMBLE_TRANSMISSION_COUNTER =
PREAMBLE_TRANS_MAX + 1 (10.28)

the MAC layer in the UE indicates a random access problem to upper layers.
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After the UE has transmitted random access preamble, it monitors the PDCCH associated
with the RA-RNTI within a TTI window for random access response(s) identified by the
RA-RNTI. The RA-RNTI associated with the PRACH resource in which the preamble is
transmitted is computed as:

RA_RNTI = tID + 10 × fID, (10.29)

where 0 ≤ tID < 10 is the index of the first subframe of the specified PRACH resource, and
0 ≤ fID < 6 is the index of the specified PRACH resource within that subframe, in ascend-
ing order of frequency domain. The UE may stop monitoring for random access response(s)
after successful reception of a random access response (RAR) corresponding to the preamble
transmission. When the physical layer informs the MAC sublayer of reception of a random
access response, the action taken by the MAC depends upon the response type. If the RAR
contains a backoff indicator (BI) subheader (see Section 10.6.2), the MAC sets the backoff
parameter value in the UE to the value indicated by the BI field as given in Table 10.6 below.
If there is no BI indication subheader, the backoff parameter value in the UE is set to a default
value of zero ms.

If the random access response contains a random access preamble identifier corresponding
to the transmitted random access preamble, the UE assumes successful reception of the random
access response and processes the received timing alignment value and the received UL grant
value. Moreover, if the random access preamble was explicitly signaled (i.e., not selected by the
MAC), the UE considers that the random access procedure has been successfully completed.
This is because with explicit signaling of the preamble, there is no ambiguity that another UE
might have used the same preamble for its random access attempt. On the other hand, if the
random access preamble was selected by the UE MAC, the UE sets the temporary C-RNTI
to the value received in the random access response message and proceeds to contention
resolution. This is because at this stage it is not clear if more than one UE used the same
preamble sequence for random access. When an uplink transmission is required, for example,
for contention resolution, the eNB makes sure that the uplink grant is for at least 80 bits
transmission.

If no random access response is received within the TTI window, or if all received ran-
dom access responses contain random access preamble identifiers that do not match with the
transmitted preamble, the random access response reception is considered unsuccessful. In
this case, if the random access procedure was initiated by the MAC sublayer itself or by a
PDCCH order and

PREAMBLE_TRANSMISSION_COUNTER <

PREAMBLE_TRANS_MAX (10.30)

the UE increments the preamble transmission counter:

PREAMBLE_TRANSMISSION_COUNTER =
PREAMBLE_TRANSMISSION_COUNTER + 1. (10.31)

Moreover, if the random access preamble was selected by the MAC or the random access
preamble and PRACH resource were explicitly signaled and will expire before the next avail-
able random access occasion, the UE (based on the backoff parameter) computes and applies
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a backoff value and proceeds to the selection of a random access resource. This backoff value
determines when a new random access transmission is attempted.

For simplicity, we only describe contention resolution for the case when the uplink mes-
sage contains the C-RNTI MAC control element. This message is transmitted in response to
a random access response indicating a matched preamble. After transmission of the C-RNTI
MAC control element in the uplink, the UE starts the contention resolution timer and moni-
tors the PDCCH until the contention resolution timer expires. When a PDCCH transmission
addressed to the C-RNTI is received, the UE considers the contention resolution success-
ful, stops the contention resolution timer and discards the temporary C-RNTI. On the other
hand, if the contention resolution timer expires and no PDCCH transmission addressed to the
C-RNTI is received, the UE considers the contention resolution is not successful. In this case,
if the random access procedure was initiated by the MAC sublayer itself or by a PDCCH
order and

PREAMBLE_TRANSMISSION_COUNTER <

PREAMBLE_TRANSMISSION_MAX (10.32)

the UE increments the preamble transmission counter:

PREAMBLE_TRANSMISSION_COUNTER =
PREAMBLE_TRANSMISSION_COUNTER + 1 (10.33)

and discards the temporary C-RNTI. Moreover, the UE computes and applies a backoff
value and proceeds to the selection of a random access resource for a new random access
request.

10.6.2 Random access MAC PDU format

A random access response MAC PDU is sent in response to random access by the UEs and
consists of a MAC header and one or more MAC random access responses (MAC RAR) as
shown in Figure 10.16. The MAC header is of variable size and consists of the extension (E)
and type (T) fields. The extension field is a 1-bit flag indicating if more fields are present
in the MAC header or not. The type field is another 1-bit flag indicating whether the MAC
subheader contains a random access ID (RAID) or a Backoff Indicator (BI). The size of the
RAID field is 6-bits indicating one of the 64 random access preambles. On receiving the
backoff indication, the UE updates the random access backoff parameter value as given in
Table 10.6. When the type flag indicates backoff indicator type, 2 bits are not used and are
reserved (R).

AMAC RAR consists of three fields that include timing advance (TA), uplink (UL) grant and
T-CRNTI. The timing advance field indicates the required adjustment to the uplink transmis-
sion timing for uplink timing synchronization. The uplink grant field indicates the resources
to be used on the uplink. The temporary CRNTI (cell radio network temporary identifier) field
indicates the temporary identity that is used by the UE until contention resolution succeeds
or another random access procedure is initiated. The size of the MAC header and MAC RAR
fields is given in Table 10.5.



248 Random access

MAC RAR 1 ...

E/T/RAID
sub-header 1

MAC header

MAC payload

...

MAC RAR2 MAC RAR n

E/T/RAID
sub-header 2

E/T/RAID
sub-header n TA Oct 1

TA

UL Grant

UL Grant

Temporary CRNTI

Temporary CRNTI

UL Grant Oct 2

Oct 3

Oct 4

Oct 5

Oct 6

RAIDE T Oct 1

Figure 10.16. MAC PDU consisting of a MAC header and MAC RARs.

Table 10.5. Random access MAC header and MAC RAR fields.

Subheader/payload Field Bits

E/T/RAID (8-bits) Extension 1
Type 1
Random access ID (RAID) 6

E/T/R/R/BI (8-bits) Extension 1
Type 1
Reserved 2
Backoff indicator (BI) 4

MAC RAR (48-bits) Timing advance (TA) 11
Uplink (UL) grant 21
T-CRNTI 16

10.7 Summary

A random access mechanism is used by a UE to acquire uplink synchronization and also to
inform the network when it needs to send or receive data from the network. Since random
access is used by the UE when it is not synchronized on the uplink a guard time is introduced to
avoid collisions with uplink data transmissions. Moreover, to enable simple frequency-domain
processing, the random access preamble also uses a cyclic prefix. The guard period and cyclic
prefix need to account for round trip propagation delay and hence a larger guard period is
required for larger cells. However, a large guard time would be an unnecessary overhead
when the system is deployed with smaller cell sizes. Therefore, four random access preamble
formats with both small and large guard times and with and without preamble repetitions are
defined to allow operation in vastly different deployments.



10.7 Summary 249

Table 10.6. Random access backoff parameter values.

Index Backoff parameter value [ms]

0 0

1 10

2 20

3 30

4 40

5 60

6 80

7 120

8 160

9 240

10 320

11 480

12 960

The resources allocated for random access depend upon the random access load in a cell.
A too small amount of resources would lead to an increased number of collisions and hence
increase the system access delays. A too large amount of resources, on the other hand, would
be an unnecessary overhead. In general, larger system bandwidths can support a larger number
of users and hence the random access load for larger bandwidths is larger than the load for
smaller bandwidths. Moreover, in high mobility scenarios where the handoff frequency is
higher, more random access resources need to be provisioned for handoff users who need to
perform synchronization to their new target cells. In the time domain, a single random access
resource is allowed at most. Therefore, the amount of random access resource in a cell is
controlled by changing the number of subframes that contain random access resources. In the
LTE system, a total of 16 random access configurations with different degrees of time-domain
frequency of random access occurrences are defined. This allows one to adjust random access
resources to diverse load conditions.

The Zadoff–Chu sequences are used as preambles for random access due to their low
signal peakiness as well as good correlation properties. Moreover, the length of the sequence
is selected as a prime number that maximizes the number of available sequences. A large
number of preamble sequences is desired, as neighboring cells should preferably use different
sets of preambles to avoid false alarms in the neighboring cells. A large number of sequences,
therefore, simplifies the network-planning task.

A frequency error due to Doppler frequency shift affects the detection and false alarm
performance of the ZC sequence due to the autocorrelation side lobes. This effect is more
pronounced at higher UE speeds when the Doppler frequency shift is comparable to the
random access subcarrier spacing. This problem is overcome by using a restricted set of
allowed cyclic shifts at the expense of reduction in the number of available random access
sequences.
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Like other 3G systems, the current HSPA system uses turbo coding as the channel-coding
scheme. The LTE system supports peak data rates that are an order of magnitude higher than
the current 3G systems. It is therefore fair to ask the question, can the turbo coding scheme scale
to data rates in excess of 100 Mb/s supported by LTE, while maintaining reasonable decoding
complexity? This question is particularly important as other coding schemes, which offer
inherent parallelism and therefore provide very high decoding speeds such as Low Density
Parity Check (LDPC) codes, have recently become available. A major argument against turbo
coding schemes is that they are not amenable to parallel implementations thus limiting the
achievable decoding speeds. The problem, in fact, lies in the turbo code internal interleaver
used in the current HSPA system, which creates memory contention among processors in
parallel implementation. Therefore, if the turbo code internal interleaver can somehow be
made contention free, it becomes possible for turbo code to benefit from parallel processing
and hence achieve high decoding speeds.

11.1 LDPC codes

Similar to turbo codes, LDPC codes are near-Shannon limit error correcting codes. More
recently, LDPC codes have been adopted in standards including IEEE 802.16e wireless MAN
[1], IEEE 802.11n wireless LAN and digital video broadcast DVB-S2. The LDPC codes
allow an extremely flexible code design that can be tailored to achieve efficient encoding
and decoding. The interest in LDPC codes comes from their potential to achieve very high
throughput (due to the inherent parallelism of the decoding algorithm) while maintaining good
error-correcting performance and low decoding complexity.

The LDPC codes were first introduced by Gallager in his doctoral dissertation [2]. However,
due to the computational effort in implementing coder and decoder for such codes and the
introduction of Reed–Solomon codes, they were mostly ignored until about ten years ago. One
notable exception is Tanner, who wrote an important paper in 1981 [3], which generalized
LDPC codes and introduced a graphical representation of LDPC codes, now called Tanner
graphs. Apparently independent of Gallager’s work, LDPC codes were re-invented in the mid
1990s by MacKay, Luby and others [4–7].

Basically there are two different possibilities to represent LDPC codes. First, like all linear
block codes they can be described via matrices. Let us consider a low-density parity-check
matrix for a (8, 4) code as below:

H =




0 1 0 1 1 0 0 1
1 1 1 0 0 1 0 0
0 0 1 0 0 1 1 1
1 0 0 1 1 0 1 0


 . (11.1)
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We can now define two numbers describing this matrix, wr for the number of 1’s in each row
and wc for the number of 1’s in each column. For a matrix to be called low-density the two
conditions wr � n and wc � m must be satisfied, where n and m are respectively the number
of columns and number of rows of the parity-check matrix H . In order to achieve low-density,
the parity check matrix should generally be very large and, therefore, the parity-check matrix
H in (11.1) would not qualify as a low-density matrix.

Asecond representation for LDPC uses Tanner graphs [3].ATanner graph not only provides
a complete representation of the code but also helps in describing the decoding algorithms.
Tanner graphs are bipartite graphs, which means that the nodes of the graph are separated into
two distinctive sets and edges are only connecting nodes of two different types. The two types
of nodes in a Tanner graph are called variable nodes (v-nodes) and check nodes (c-nodes).
A Tanner graph has m check nodes, one for each row of H (the number of parity bits) and
n variable nodes, one for each column of H (the number of bits in a codeword) as shown in
Figure 11.1. A check node fi is connected to variable node cj if the element hij of H is a 1.

An LDPC code is called regular if wc is constant for every column and

wr = wc

( n

m

)
(11.2)

is also constant for every row. The example matrix from Equation (11.1) is regular with
wc = 2 and wr = 4. We can also notice the regularity of this code by looking at the graphical
representation in Figure 11.1. There are the same number of incoming edges for every v-node
and every c-node. If H has low density but the numbers of 1’s in each row or in each column
are not constant the code is referred to as irregular LDPC code.

We do not plan to go into details of decoding algorithms used for LDPC codes and the
interested reader is referred to [8] for an overview of the decoding algorithms. We pointed out
that LDPC codes are attractive from a computational efficiency point of view because they
offer a high level of inherent parallelism. This is because they are composed of parity-check
equations that can be updated independently. While interconnecting complexity is high, all
check nodes can be updated simultaneously and all extrinsic information can be passed to the
variable nodes simultaneously. Similarly, all variable nodes can be updated simultaneously.
This is in contrast to turbo codes, where within a constituent code, all the information bits are
related via one trellis, and inherently each trellis stage needs to obtain state information from
the adjacent trellis stages.

0f 1f 2f 3f

0c 1c 2c 3c 4c 5c 6c 7c

Check nodes

Variable nodes

Figure 11.1. Tanner graph for an LDPC code with matrix H from Equation (11.1).
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To facilitate implementation, structured LDPC codes can be defined without sacrificing
performance. The H matrix of a structured LDPC code is constructed starting with a small
binary base matrix of size mb × nb. The 1’s in the base matrix are then replaced by all-zero or
shifted identity matrices of size z × z. Using structured LDPC codes, both encoding/decoding
can be performed based on a much smaller base matrix and vectors of bits/LLRs, with each
vector having size z. Structured LDPC codes can be defined to allow a low complexity
encoding/decoding algorithm with high throughput. For example, layered belief propagation
can be used to decode one vector row at a time. Further, the vector rows may be pipelined to
increase the throughput.

We note that LDPC codes offer inherent parallelism that facilitates high throughput decoding
implementations. However, as we will discuss later in the chapter, turbo code can also make
use of parallel implementations if turbo internal interleavers can be made contention-free.
Therefore, it can be argued that LDPC codes do not provide any compelling advantage over
turbo code as bit error performance of both coding schemes is comparable. An argument in
favor of turbo code for the LTE system was that UMTS release 6 HSPA also uses turbo code.
Also, for backward compatibility reasons, dual-mode LTE terminals will need to implement
turbo code and therefore some decoding hardware can be reused. On the other hand, if a
completely different new coding scheme such as LDPC code were introduced, this would
result in increased implementation complexity as the terminals have to support two different
coding schemes. Based on these arguments and also the fact that there was some sympathy
towards the existing coding scheme used in 3GPP systems, turbo code was selected over
LDPC for LTE.

11.2 Channel coding schemes in LTE

The major channel coding schemes used for different transport channels in the LTE system
are summarized in Figure 11.2. The turbo coding is used for large data packets, which is the
case for downlink and uplink data transmission, paging and broadcast multicast (MBMS)
transmissions. A rate 1/3 tail biting convolutional coding is used for downlink control and
uplink control as well as broadcast control channel (BCH).

In Figure 11.3, we show transport channel processing for DL-SCH, PCH and MCH, which
use turbo coding in downlink transmissions. The processing steps that we will describe
in detail later include adding CRC to the transport block, codeblock segmentation, code-
block CRC attachment, turbo coding, rate matching and codeblock concatenation. It should
be noted that no separate channel interleaver is employed for downlink transmissions as
subblock interleaving and interlacing that is performed in the rate-matching step partly
achieves the goal of channel interleaving. A channel interleaver, however, is specified for
uplink data transmissions to exploit the frequency diversity when hopping is enabled in the
uplink.

The transport channel processing for BCH and DCI is illustrated in Figure 11.4. Since
convolutional coding is used for small information block sizes used on BCH and downlink
control there is no need for codeblock segmentation and codeblock concatenation steps in the
transport channel processing. In addition to the difference in channel coding type, there are
also some differences in rate-matching schemes between turbo and convolutional coding as
will be discussed later.
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Figure 11.4. Transport channel processing for BCH and DCI.

11.3 Cyclic redundancy check

The error detection in the LTE system is performed using a cyclic redundancy check (CRC).
An n-bit CRC, applied to a data block of arbitrary length, will typically detect any single error
burst of length n bits or less and will detect a fraction

(
1 − 2−n

)
of all longer error bursts.

Assume we use an L-bit CRC polynomial to generate the CRC. Denote the CRC generation
polynomial by:

g(D) = g0DL + g1DL−1 + · · · + gL−1D + gL. (11.3)

In general, for a message

m(D) = m0DM−1 + m1DM−2 + · · · + mM−2D + mM−1 (11.4)

the CRC encoding is performed in a systematic form. Denote the CRC parity bits of the
message as p0, p1, . . . , pL−1, which can also be represented as a polynomial of

p(D) = p0DL−1 + p1DL−2 + . . .+ pL−2D + pL−1. (11.5)

The polynomial

m(D) · DL − p(D) = m0DM+L−1 + m1DM+L−2 + · · ·
+ mM−2DL+1 + mM−1DL + p0DL−1 + p1DL−2

+ · · · + pL−2D + pL−1

(11.6)

yields a remainder equal to 0 when divided by g(D).
Note that if each bit in the message is binary, the message can be represented as a polynomial

defined on GF(2). In that case, the operation of ‘+’ and ‘−’ is the same. In other words, if
the message bits are binary, the message with CRC attached can be represented by either
m(D) · DL + p(D) or m(D) · DL − p(D).
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Figure 11.5. Using LFSR for CRC computation.

One reason for the popularity of CRC is its simplicity in implementation. The CRC calcu-
lation can be easily implemented by a linear feedback shift register (LFSR). The LFSR can be
used as a circuit for polynomial division [9]. Assume an L-bit CRC as shown in Figure 11.5,
where the LFSR has L shift registers. The switches are initially placed at position X. The
message bit m0, m1, . . ., and mM−1 are fed into the shift register one at a time in order of
increasing index.After the last bit (mM−1) has been fed into the LFSR, the switches are moved
to position Y. The LFSR is shifted by another L times to produce the CRC at the output of the
rightmost register.

In general, the cyclic redundancy codes use a generator polynomial of the form g(D) =
(D + 1)p(D), where p(D) is a primitive polynomial.

11.3.1 Early stopping and codeblock CRC

A codeblock consists of a set of data bits that are encoded together. The maximum codeblock
size in LTE is limited to Z = 6144 bits. A transport block is a data block delivered by the
MAC layer to the physical layer for transmission in a single subframe of one millisecond.
In multi-codeword MIMO transmission in LTE, up to a maximum of two transport blocks
also referred to as codewords in MIMO context can be transmitted in a single subframe. The
transport blocks larger than the maximum codeblock size need to be segmented into multiple
codeblocks as depicted in Figure 11.6. The maximum codeblock size is limited for reasons of
turbo code internal interleaver size as well as decoding complexity.

The codeblocks are mapped to time-frequency resources in a frequency-first fashion as
is also depicted in Figure 11.6. This allows for pipelining of codeblock decoding reducing
decoding complexity. A drawback of frequency-first mapping is that time-diversity is not
fully captured as codeblock transmissions can be localized within a subframe particularly for
a larger number of codeblocks. However, with a short subframe duration of one millisecond,
the channel is almost static within a subframe at low to medium speeds of interest. At higher
UE speeds, we should expect some degradation of performance due to a lack of time-diversity
with time-first mapping. However, we remark that the goal of the LTE system is to optimize
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Figure 11.6. Transport block segmentation and mapping.

performance at low to medium speeds. Therefore, frequency-first mapping offers a good
tradeoff of reduced complexity with some performance loss at high UE speeds.

The early stopping strategies can be used to further reduce the operational complexity and
also the power consumption of turbo decoders. While many detection methods for early stop-
ping have been studied [10], attachment and checking of CRC bits turns out to be a simpler
and more reliable approach. A single acknowledgment (ACK) or negative acknowledgment
(NACK) per transport block is provided for hybrid ARQ retransmissions. Therefore, in trans-
missions with multiple codeblocks, the receiver will NACK the transmission as long as one
of the codeblocks is in error after the maximum number of iterations. If we can introduce a
CRC per codeblock, the decoder can stop decoding after one codeblock is in error, thus saving
power that could have been wasted in decoding the rest of the codeblocks. From a power-
saving perspective, a small 8-bit codeblock CRC, which gives a miss detection rate of 0.4%,
will be sufficient. Note that even if a miss detection occurs, the only negative impact is the
receiver will proceed to decode the rest of the codeblocks and waste the decoding power with
0.4% of probability. Here, we assume that transport block CRC of length 24 bits is available
to catch miss detections from the codeblock CRC to ensure transport block integrity.

However, when codeblock CRC is used for the early stopping of the iterative decoding,
a high misdetection is undesirable. This is because if codeblock CRC declares a codeblock
correct due to misdetection, the transport block CRC will fail, resulting in a transport block
error event. If the decoder had continued until the maximum number of iterations, the code-
block might have been successfully decoded. Therefore, when used for early stopping, the
CRC should be of sufficient length to limit the erroneous early stopping.

In multi-codeword MIMO transmission in LTE, two MIMO codewords are transmitted,
each of which can carry multiple codeblocks. For each MIMO codeword or transport block, a
CRC is computed based on all information bits in the transport block, that is based on all the
codeblocks in the MIMO codeword. In the case when there is no codeblock CRC, the receiver
has to wait until all the codeblocks in the first codeword are decoded before it can cancel
this codeword and proceed to decoding of codeblocks in the second codeword as illustrated
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in Figure 11.7. This is because transport block CRC check cannot be performed until all the
codeblocks within the transport block are received.ACRC check is necessary before canceling
the first codeword to make sure that only the successfully received codeword is cancelled. A
cancellation of an unsuccessful codeword may degrade successive interference cancellation
(SIC) receiver performance due to residual interference. With a codeblock CRC, on the other
hand, SIC operation can be performed on a codeblock basis as is illustrated in Figure 11.7.
This helps to reduce the codewords decoding time and buffering complexity required for SIC.

11.3.2 CRC attachment schemes

We discuss three CRC attachment methods for multiple codeblocks shown in Figure 11.8. A
transport block (TB) is first segmented into C codeblock segments. In CRC attachment scheme
A, a CRC is computed for and attached to each segment independently. In scheme B, CRC
computation for the first (C − 1) codeblock segments is different from that for the last one. For
the first (C − 1) segments, CRC is computed for and attached to each segment independently.
The CRC bits attached to the last segment are computed based on all information bits of that
transport block. In scheme C, a TB-level CRC computed based on all information bits of
that transport block is attached to the TB. The entire transport block along with the TB-level
CRC is then segmented into multiple codeblock segments. A CRC is then computed for and
attached to each segment independently.

In attachment scheme B and scheme C, a TB-level CRC attachment of L = 24 bits is
retained. The probability of misdetection of an erroneous TB is roughly

Pm = 2−24 = 6 × 10−8. (11.7)

CB0CW0 - - -

Subframe =1 ms

CB1 CB-(C-1)

Subframe =1 ms

CB0CW1 CB1 CB-(C-1)- - -

- - -

- - -

SIC CW0

CW0

CW1

- - -

Decode
CB0 - - -

Decode
CB1

Decode
CB0

Decode
CB1

Decode
CB0

Decode
CB1

Decode
CB0

Decode
CB1

Decode
CB-(C-1)

Decode
CB-(C-1)

Decode
CB-(C-1)

Decode
CB-(C-1)

SIC CB0

Without
CB CRC

CW1

SIC CB1 SIC CB-(C-1)

Delay reduction
due to CB CRC

With
CB CRC

Figure 11.7. Codeblock CRC reduces delays and MIMO SIC complexity.
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For scheme A, the correctness of the TB is derived from the XOR of all segment-level
CRC. If the length of per-segment CRC attachment in scheme A remains L = 24, the miss
probability given by

Pm = C × 6 × 10−8 (11.8)

would then increase with size of the TB, that is with increasing number of codeblocks C. For
instance, the misdetection probability with C = 25 codeblocks would be roughly 1.5×10−6.
This may be too high a residual packet loss rate as seen by the higher layers.

In scheme A and scheme C, the scope of each segment-level CRC attachment is limited to
the individual segment. This allows for the simple implementation of CRC checking within a
turbo decoder to apply early stopping check after every decoding iteration. In scheme B, the
last CRC attachment is computed from the entire transport block. On the receiver side, the
implication is that early stopping rules cannot be used on the last segment unless all the first
(C − 1) segments have been decoded. As a consequence, a more complicated CRC checker
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implementation is needed to support early stopping for the last codeblock segment. Another
drawback of this approach is that it is less friendly to receiver implementations based on
multiple independent turbo decoders. Assume, for instance, a receiver with four independent
decoders. If there are four codeblock segments left, early stopping rules cannot be applied to
the last segment.

We noted that both scheme A and scheme C allow simple implementation of CRC checking
for early stopping of decoding. We also noticed that scheme A can result in increased misde-
tection with increasing number of codeblocks which can affect performance of transport and
application layer protocols. The drawback of scheme C relative to scheme A is increased CRC
overhead because scheme C requires an additional 24 bits CRC. However, this overhead is
generally very small because this additional overhead only appears for multiple codeblocks
that happen for very large transport block sizes. Since the maximum codeblock size is lim-
ited to 6144 bits more than one codeblock is used for fairly large transport block sizes. The
worst-case overhead due to 24 additional bits is therefore less than 1%. This small increase
in overhead was considered acceptable given the low misdetection probability advantage of
scheme C, which was eventually selected as the CRC attachment scheme in the LTE system.

11.3.3 CRC generator polynomials

In regard to the size for codeblock CRC, a similar overhead argument as for the additional
CRC above can be made. This is to say that codeblock CRC is used when multiple codeblocks
are present and then the codeblock size is fairly large. This is because the transport blocks
smaller than the maximum codeblock size permitted would not be segmented into multiple
codeblocks. The overhead difference between, for example, a 16-bit codeblock CRC and a
24-bit codeblock CRC is negligible given the large codeblock size. The advantage of 24-bits
CRC is low misdetection probability for early stopping as well as MIMO SIC. Therefore,
similar to transport block CRC, the codeblock CRC size is selected as 24-bits in LTE.

An issue of similar size for codeblock and transport block CRC, however, is that if identical
generator polynomials are used for both CB and TB level CRCs, an error sequence passing
the CB-level CRC checking will also pass the TB-level CRC checking. This is because with
identical CRC generator polynomial on both levels, an error sequence that is divisible by the
CB-level CRC generator will be divisible by the TB-level CRC generator as well. That is, the
additional CRC checking on the TB level is redundant. The ACK/NACK feedback of the TB
is equivalent to being determined by the CB-level CRC attachments only. The probability of
undetected TB error events, in this case, is dependent upon codeblock CRC misdetection only
and is simply:

Pm−TB = 1 − (1 − Pm−CB)
C . (11.9)

If the primitive polynomials of the CB and TB CRCs are different, an error sequence can
pass both CRC checking only if it is divisible by both. Hence, the TB CRC can further reduce
the misdetection probability. Noting that (D + 1) is common in both CRC generators, the TB
error miss rate is given by

Pm−TB = [
1 − (1 − Pm−CB)

C]× 2−24. (11.10)

We plot the TB error miss rates for the cases of identical and different polynomials for CB-
and TB-level CRC in Figure 11.9. We note that the TB error miss rates are reduced by almost
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Figure 11.9. Transport error miss rates for identical and different polynomials for CB and TB-level
CRC.

seven orders of magnitude by using two different polynomials for CB-level and TB-level
CRC.

The two cyclic generator polynomials for L = 24 referred to as gCRC24A(D) and gCRC24B(D)
for transport block CRC and codeblock CRC respectively are given as:

gCRC24A(D) = D24 + D23 + D18 + D17 + D14

+D11 + D10 + D7 + D6 + D5 + D4 + D3 + D + 1
gCRC24B(D) = D24 + D23 + D6 + D5 + D + 1.

(11.11)

The first polynomial gCRC24A is used for transport block CRC calculation on UL-SCH, DL-
SCH, PCH and MCH. The second polynomial gCRC24B is used for codeblock CRC calculation.

Additionally, cyclic generator polynomials for L = 16 are defined as:

gCRC16(D) = (D + 1)
(
D15 + D14 + D13 + D12 + D4 + D3 + D2 + D1 + 1

)
gCRC16(D) = D16 + D12 + D5 + 1. (11.12)

This polynomial is used for CRC calculation for BCH and DCI transport channels.

11.4 Codeblock segmentation

We discussed earlier that the maximum codeblock size denoted as Z is limited to 6144 bits.
When the transport block size denoted as B (or total size after transport block concatenation)
is larger than 6144 bits, segmentation of the input bit sequence is performed and an additional
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codeblock CRC (CB-CRC) sequence of L = 24 bits is attached to each codeblock. The input
bit sequence to the codeblock segmentation is denoted by:

b0, b1, b2, b3, . . . , bB−1 B > 0. (11.13)

The total number of codeblocks C is determined as below:

L = 0, C = 1, B′ = B, B ≤ Z

L = 24, C�B/(Z − L)�, B′ = B + C · L, B > Z . (11.14)

It should be noted that when there is a single codeblock, that is C = 1, a single transport
block CRC (TB-CRC) of 24 bits is used. However, when there is more than one codeblock,
that is B > Z , an additional CB-CRC of length (L = 24) is attached to each codeblock, in
addition to the transport block TB-CRC. The bits output from codeblock segmentation are
denoted by:

cr0, cr1, cr2, cr3, . . . , cr(Kr−1), (11.15)

where r is the codeblock number, and Kr is the number of bits for the codeblock number r.
For the purposes of reducing complexity, a certain fixed number of turbo interleaver sizes

is supported as given in Table 11.2 below. In particular, the granularity between two adjacent
interleaver sizes is 8-bits for small codeblocks and goes up to 64 bits for the largest codeblock
size. When the transport block size is not matched to the turbo interleaver size, filler bits are
added. The reason for a coarser granularity of interleaver sizes for larger code blocks is that a
larger number of filler bits is still a small fraction of the codeblock size when the codeblock
size is large.

Let us assume a transport block size of 19 000 bits segmented into four codeblocks as
shown in Figure 11.10. The last three segments are of maximum size 6144 bits and the first
segment is of size 576 bits. The first segment size is actually 568 bits and is matched to the
nearest interleaver size of 576 bits in Table 11.2 below. This results in a filler bits overhead
of 8-bits (576 – 568 = 8 bits). However, there is a problem with this segmentation approach
because vastly different codeblock sizes would result in different turbo code performance.
This is because turbo code performance improves with increasing codeblock size. Therefore,

18 976 bits 2424

B=19 000 bits

TB-CRC

6144 6144 614456888

576

Filler bits

Figure 11.10. Transport block segmentation into unequal size codeblocks.
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for a given SNR (signal to noise ratio), it would always be more likely that codeblock with the
smallest size is in error. As we discussed early a single ACK/NACK is provided per transport
block (set of codeblocks). Therefore, the error performance of transport block would be
limited by the performance of the smallest codeblock size because the receiver will NACK
the transport block as long as there is a single codeblock in error.

In order to reduce the number of filler bits while keeping the codeblock sizes approximately
the same, the LTE system uses two adjacent interleaver sizes, a larger size K+ and the next
smaller size K−. The first segmentation size denoted as K+ is minimum K in Table 11.2 (see
p. 272) such that

C × K ≥ B′. (11.16)

The second segmentation size denoted as K− is maximum K in Table 11.2 (p. 272) such that
K < K+. The difference in the two adjacent segmentation sizes that are also turbo interleaver
sizes denoted as �K is given as:

�K = K+ − K−. (11.17)

Let us denote the number of codeblocks of size K+ and size K− as C+ and C− respectively.
When the total number of codeblocks C = 1, the codeblock size is K+ and C+ = C = 1.

The number of filler bits K is obtained as:

F = C+ · K+ + C− · K − B′. (11.18)

The filler bits are added to the beginning of the first codeblock with r = 0.
An example of codeblock segmentation is shown in Figure 11.11. The total number of bits

input to the codeblock segmentation is assumed as B = 19 000 bits that include 1876 data bits
and 24 bits transport block CRC (TB-CRC). Since B > Z = 6144 the total number of code
blocks C is determined as below:

C = �B/ (Z − L)� = �19 000/ (6144 − 24)� = 4. (11.19)

4672

18 976 bits 2424

40 24

4736

4776 24

4800

4776 24

4800

4752 24

4800

B=19000 bits

B’ = 19 000+4*24=19 096 bits

F =
40 bits

4736+3*4800=19 136

TB-CRC

CB-CRCCB-CRCCB-CRCCB-CRC

2424

Figure 11.11. An example of codeblock segmentation.
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Also, the new total size B′ is given as:

B′ = B + C × L = 19 000 + 4 × 24 = 1996. (11.20)

Since C > 1, the first and second segment sizes are determined by using the procedure
described above. The first segmentation size K+ = 4800 is minimum K in Table 11.2 (see
p. 272) that results in C ·K ≥ B. The second segment size is one size smaller than K+ = 4800
which is K− = 4736 from Table 11.2, on p. 272.

The difference between the two segment sizes is

�K = K+ − K− = 4800 − 4736 = 64. (11.21)

The number of codeblocks of size K− and K+ are given as:

C− =
⌊

C · K+ − B′

�K

⌋
=
⌊

4 × 4800 − 19 096

64

⌋
= 1

C+ = C − C− = 4 − 1 = 3.
(11.22)

The number of filler bits F is:

F = C+ · K+ + C− · K− − B′
= 3 × 4800 + 1 × 4736 − 19 096 = 40.

(11.23)

We note that the number of filler bits is more than the segmentation scheme in Figure 11.10.
However, as pointed out earlier the scheme of Figure 11.10 suffers from the problem of vastly
different codeblock sizes. We also note that if two adjacent interleaver sizes were not allowed
and a single interleaver size with K = 4800 was used, the number of filler bits would have
been greater as calculated below:

F = C · K = 4 × 4800 − 19 096 = 104. (11.24)

Therefore, using two adjacent interleaver sizes allows keeping the codeblocks size within
a transport block approximately the same while reducing the number of filler bits. However,
the two adjacent interleaver sizes decision was made under the assumption that these bits are
transmitted over the air and hence represent an unnecessary overhead. In the later stages of LTE
standard development, it was agreed that filler bits are mostly removed after channel coding
as discussed in Section 11.5. Therefore, the overhead represented by filler bits is effectively
smaller than if all the coded filler bits are transmitted over the air.

11.5 Turbo coding

The fundamental turbo code encoder is built using two identical recursive systematic con-
volutional (RSC) codes with parallel concatenation [12] as shown in Figure 11.12. An RSC
encoder is typically a rate 1/2 encoder and is termed a constituent encoder. The input to the
second constituent encoder is interleaved using an internal turbo code interleaver. Only one
of the systematic outputs from the two component encoders is used. This is because the sys-
tematic output from the other component encoder is just a permuted version of the chosen
systematic output.
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RSC encoder 1

RSC encoder 2

kx

kz

kz ′Turbo code internal
interleaver

kc

Figure 11.12. Turbo code encoder.

DD D
kc
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kz

Non-systematic Convolutional Code

DD Dkc

kz

'
kz

Input

Input

Recursive Systematic Convolutional Code

Figure 11.13. Conventional convolutional encoder and equivalent RSC encoder.

An example of a conventional convolutional encoder shown in Figure 11.13 is represented
by the generator sequences g0(D) = 1+D2 +D3 and g1(D) = 1+D+D3. It can equivalently
be represented in a more compact form as G = [g0(D), g1(D)]. The RSC encoder of this

conventional convolutional encoder is represented as G(D) =
[
1, g1(D)

g0(D)

]
, where the first

output represented by g0(D) is fed back to the input. In the above representation, 1 denotes
the systematic output, g1(D) denotes the feed-forward output and g0(D) is the feedback to the
input of the RSC encoder. It was suggested in [12] that good codes can be obtained by setting
the feedback of the RSC encoder to a primitive polynomial, because the primitive polynomial
generates maximum-length sequences, which adds randomness to the turbo code.

The turbo coding used in the LTE system employs a parallel concatenated convolutional
code (PCCC) with two 8-state rate 1/2 constituent encoders.The input to the second constituent
encoder is interleaved using an internal turbo code interleaver as shown in Figure 11.14. The
transfer function for the constituent coders is given as:

G(D) =
[

1,
g1(D)

g0(D)

]
, g0(D) = 1 + D2 + D3, g1(D) = 1 + D + D3. (11.25)
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Figure 11.14. Rate 1/3 turbo encoder.

The initial value of the shift registers of the 8-state constituent encoders is set to all zeros
state before starting to encode the input bits. The output from the turbo encoder is given as:

d(0)k = xk , d(1)k = zk , d(2)k = z′
k k = 0, 1, 2, . . . , K − 1. (11.26)

The bits input to the turbo encoder are denoted by c0, c1, c2, c3, . . . , cK−1, and the
bits output from the first and second constituent encoders are denoted respectively by
z0, z1, z2, z3, . . . , zK−1 and z′

0, z′
1, z′

2, z′
3, . . . , z′

K−1. The bits output from the turbo code internal
interleaver are denoted by c′

0, c′
1, . . . , c′

K−1, and these bits are input to the second constituent
encoder.

11.5.1 Filler bits removal

The filler bits that go into systematic bits d(0)k = xk and second stream from first constituent

encoder d(1)k = zk are removed before transmission. This is achieved by setting:

ck = 0

d(0)k = 〈NULL〉
d(1)k = 〈NULL〉

k = 0, . . . , (F − 1) , (11.27)

where F is the total number of filler bits.
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We note that the filler bits that go into the second constituent encoder are not removed. It
is difficult to track these bits due to the fact that the input to the second constituent encoder is
the interleaved version of the input stream to turbo code.

11.5.2 Trellis termination

For the conventional convolutional encoder, the trellis is terminated by inserting additional
zero bits after the input sequence. These additional bits drive the conventional convolutional
encoder to the all-zero state (trellis termination). However, this strategy is not possible for the
RSC encoder due to the presence of feedback. The additional termination bits for the RSC
encoder depend on the state of the encoder and are very difficult to predict [14]. Furthermore,
even if the termination bits for one of the component encoders are found, the other component
encoder may not be driven to the all-zero state with the same termination bits. The reason
for this is the presence of the interleaver between the constituent encoders. A simple strategy
developed in [14] can overcome this problem. The idea is that for encoding the input sequence,
the switch in Figure 11.4 is turned on to a higher position and for terminating the trellis the
switch is turned on to a lower position for each constituent encoder separately. The trellis
termination is therefore performed by taking the tail bits from the shift register feedback
after all information bits are encoded. The first three tail bits are used to terminate the first
constituent encoder while the second constituent encoder is disabled. The last three tail bits
are used to terminate the second constituent encoder while the first constituent encoder is
disabled. The transmitted bits for trellis termination are then:

d(0)K = xK d(0)K+1 = zK+1 d(0)K+2 = x′
K d(0)K+3 = z′

K+1

d(1)K = zK d(1)K+1 = xK+2 d(1)K+2 = z′
K d(1)K+3 = x′

K+2

d(2)K = xK+1 d(2)K+1 = zK+2 d(2)K+2 = x′
K+1 d(2)K+3 = z′

K+2.

(11.28)

11.5.3 Turbo code internal interleaver

LTE supports peak data throughputs in excess of 100 Mb/s. A good approach for achieving
higher decoder speed is by parallelizing the log-MAP algorithm inside each constituent log-
MAP decoder of the turbo decoder [15–19]. This method is referred to as parallel windowed
decoding or parallelized log-MAP processing. In the parallel-windowed method, a codeblock
of size K =MW is divided into M windows of size W trellis steps.Then M log-MAPprocessors
(one per window) operate in parallel to produce the extrinsic data over the windows. For a
given codeblock size, increasing M (and decreasing W ) increases the throughput in direct
proportion to M . Each log-MAP processor can have its own dedicated input LLR and a
priori memory banks, so that fetching data for processing can occur simultaneously for all
processors.

Improving log-MAP decoder throughput translates into turbo decoding speed improve-
ments only when turbo code internal interleaving/deinterleaving is not a bottleneck. With a
contention-free interleaver, both interleaver and de-interleaver can be implemented by hav-
ing M extrinsic values written to or read from M memory banks concurrently. This memory
access procedure requires a contention-free interleaver designed for parallelization factor M .
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When the interleavers are not designed properly, memory access contentions, wherein two
or more processors attempt to read from (or write to) the same memory bank concurrently,
can lead to extra delays as the processors have to access the same memory bank one after the
other. These contentions may cause significant speed loss (due to delay buffers). Moreover
complex hardware design is required for handling such contentions [20].

Contention-free interleaver
For a codeblock of size K = MW, the exchange and processing of the extrinsic information
symbols between subblocks of the iterative decoder can be parallelized by M processors
working on window sizes of length W in each subblock without contending for memory
access provided that the following condition holds for both the interleaver, f (x) , 0 ≤ x < K ,
and the de-interleaver g (x) = f −1 (x).

�π( j + tW )/W � �= �π( j + vW )/W � , (11.29)

where 0 ≤ j < W , 0 ≤ t < v < K/W and π (·) is either f (·) or g (·).
This means that information in M different memory banks (each of size W ) can be accessed

by M different processors simultaneously without contention. In fact, it can be further shown
that an identical address is used to access the information within all memory banks:

�(x + tW ) mod W = [
f1 (x + tW )+ f2 (x + tW )2

]
mod W

= [(
f1x + f2x2

)+ (
f1t + 2f2tx + f2t2W

)
W
]

mod W

= [�(x)] mod W .

(11.30)

If an interleaver is contention free for all window size W dividing the interleaver length K ,
it is called a maximum contention-free interleaver.

Almost regular permutation interleaver
An “almost regular” permutation (ARP) interleaver [15] is given by the following expression:

π (i) = (iP + A + d (i)) mod K , (11.31)

where 0 ≤ i ≤ (K − 1) is the sequential index of the bit positions after interleaving, π (i) is
the bit index before interleaving corresponding to position i, K is the codeblock size, P is a
number that is relatively prime to K , A is a constant known as the offset and d (i) is a “dither”
vector of cycle length C = 4, 8, 12, . . ., which is generally chosen as a multiple of 4. For an
ARP interleaver of length K and cycle length C, any window size W , where W is a multiple of
C and a factor of K , can be used for high-speed decoding without memory access contentions.

Quadratic permutation polynomial (QPP) interleaver
The relationship between the input and output bits of the QPP interleaver is given as follows:

x′
i = xπ(i) i = 0, 1, . . . , (K − 1), (11.32)
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where K is the number of input bits to the turbo code internal (QPP) interleaver. The rela-
tionship between the output index i and the input index�(i) satisfies the following quadratic
form:

�(i) = (
f1 · i + f2 · i2

)
mod K , (11.33)

where 0 ≤ i, f1, f2 < K .
The general design guidelines for f1 and f2 are that the greatest common divisor of f1 and

K should be 1 and any prime factor of K should also divide f2. The QPP interleavers can be
made maximum contention-free by proper selection of f1 and f2.

The QPP interleaver allows calculating the next interleaved position from the current posi-
tion recursively without multiplication or modulo operations [19] as illustrated by a simple
example below:

�(x + 1) = [
f1 (x + 1)+ f2 (x + 1)2

]
mod K

= [(
f1x + f2x2

)+ ( f1 + f2 + 2f2x)
]

mod K

= �(x)+ g(x),

(11.34)

where

g (x) = [f1 + f2 + 2f2x] mod K . (11.35)

Furthermore, g(x) can also be computed recursively as below:

g (x + 1) = [ f1 + f2 + 2f2 (x + 1)] mod K

= [g (x)+ 2f2] mod K .
(11.36)

As both�(x) and g(x) are less than K , the modulo operations in both the equations can be
replaced by simple comparison operations.

Let us assume a codeblock size of 40 bits (K = 40), which is decoded by four parallel
processors using four memory banks. This results in a window size or memory bank size of
W = 10. Furthermore, we assume f1 = 3 and f2 = 10 for the QPP interleaver as below:

�(i) = (
3 · i + 10 · i2

)
mod 40. (11.37)

The logical addresses for the four processors along with intra-block and inter-block permu-
tations are given in Table 11.1. The inter-block permutation can be seen as the memory bank
accessed by the corresponding processor. For example, during the seventh tick, processors P1,
P2, P3 and P4 access memory bank number 3, 0, 1 and 2 respectively. As expected, during a
total of 40 ticks, each processor is able to access all the addresses without any contention. This
is further illustrated in Figure 11.15 where the full sequence of logical addresses is shown for
each of the four processors. We also note that each processor performs a memory access in a
different memory bank but using the same logical address. This is shown by relative cyclic
shift of addresses by the window size (W = 10) between processors (P0, P1), (P1, P2) and
(P2, P3).

The reference [21] shows that for many QPP interleavers, the de-interleaver is also a QPP
interleaver. One advantage of an interleaver being its own inverse is that same algorithm and
hardware can be used for both interleaving and de-interleaving.
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Table 11.1. Logical addresses for the four processors along with intra-block
and inter-block permutations.

Logical addresses

Tick P0 P1 P2 P3

Equivalent
intra-block
permutation

Equivalent
intra-block
permutation

0 0 10 20 30 0 0 1 2 3
1 13 23 33 3 3 1 2 3 0
2 6 16 26 36 6 0 1 2 3
3 19 29 39 9 9 1 2 3 0
4 12 22 32 2 2 1 2 3 0
5 25 35 5 15 5 2 3 0 1
6 18 28 38 8 8 1 2 3 0
7 31 1 11 21 1 3 0 1 2
8 24 34 4 14 4 2 3 0 1
9 37 7 17 27 7 3 0 1 2
: : : : : : : : : :

34 22 32 2 12 2 2 3 0 1
35 35 5 15 25 5 3 0 1 2
36 28 38 8 18 8 2 3 0 1
37 1 11 21 31 1 0 1 2 3
38 34 4 14 24 4 3 0 1 2
39 7 17 27 37 7 0 1 2 3
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Figure 11.15. Addresses for four processors assuming QPP interleaver using
�(i) = 3 · i + 10 · i2 mod 40.

It can be shown that the de-interleaver for the interleaver �(i) = (
3 · i + 10 · i2

)
mod 40

is the following QPP interleaver as is also shown in Figure 11.16:

i = �−1( j) = (
7 · j + 30 · j2

)
mod 40 , (11.38)

where j = �(i).
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Figure 11.16. An example of interleaving and de-interleaving where both the interleaver and the
de-interleaver are QPP interleavers.

The contention free interleaver used in the LTE system is based on the QPP principle. The
bits input to the turbo code internal interleaver are denoted by c0, c1, . . . , cK−1, where K is
the number of input bits. The bits output from the turbo code internal interleaver are denoted
by c′

0, c′
1, . . . , c′

K−1.
The relationship between the input and output bits is as follows:

c′
i = c�(i) i = 0, 1, . . . , (K − 1), (11.39)

where the relationship between the output index i and the input index �(i) satisfies the
quadratic form in (11.33). The parameters f1 and f2 depend on the block size K and are sum-
marized in Table 11.2. The QPP interleaver size granularity becomes coarser as the interleaver
size increases. For 40 ≤ K ≤ 512, K contains all multiples of 8, for 512 ≤ K ≤ 1024, K
contains all multiples of 16, for 1024 ≤ K ≤ 2048, K contains all multiples of 32 and for
2048 ≤ K ≤ 6144, K contains all multiples of 64.

11.6 Tail-biting convolutional code

As discussed earlier, the conventional convolutional codes add tail bits to the encoded sequence
to ensure the encoder ends in an all-zero state. The tail ensures that the encoder begins and ends
in a known state, a fact that helps in improving the decoder performance. However, adding
tail bits has several disadvantages that include increased overheads and a waste of transmit
power. The tail bits overhead can be quite significant for small block size transmissions, which
is generally the case for control channels.

One way of eliminating the tail bits of a convolutional code is to simply discard the tail
bits after encoding the information block. However, this can lead to significant performance
degradation. Another possibility is to use tail biting [22], which ensures that the final state
(after encoding an information block) of a convolutional encoder is the same as the initial
state. This is done by initializing the shift register state with the last bits of the information
block. The tail-biting convolutional decoder can be implemented using the same low com-
plexity decoding algorithms that exist to traverse the trellis, such as the Viterbi algorithm.
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Table 11.2. Turbo code internal interleaver parameter.

i Ki f1 f2 i Ki f1 f2 i Ki f1 f2 i Ki f1 f2

1 40 3 10 48 416 25 52 95 1120 67 140 142 3200 111 240
2 48 7 12 49 424 51 106 96 1152 35 72 143 3264 443 204
3 56 19 42 50 432 47 72 97 1184 19 74 144 3328 51 104
4 64 7 16 51 440 91 110 98 1216 39 76 145 3392 51 212
5 72 7 18 52 448 29 168 99 1248 19 78 146 3456 451 192
6 80 11 20 53 456 29 114 100 1280 199 240 147 3520 257 220
7 88 5 22 54 464 247 58 101 1312 21 82 148 3584 57 336
8 96 11 24 55 472 29 118 102 1344 211 252 149 3648 313 228
9 104 7 26 56 480 89 180 103 1376 21 86 150 3712 271 232

10 112 41 84 57 488 91 122 104 1408 43 88 151 3776 179 236
11 120 103 90 58 496 157 62 105 1440 149 60 152 3840 331 120
12 128 15 32 59 504 55 84 106 1472 45 92 153 3904 363 244
13 136 9 34 60 512 31 64 107 1504 49 846 154 3968 375 248
14 144 17 108 61 528 17 66 108 1536 71 48 155 4032 127 168
15 152 9 38 62 44 5 68 109 1568 13 28 156 4096 31 64
16 160 21 120 63 560 227 420 110 1600 17 80 157 4160 33 130
17 168 101 84 64 576 65 96 111 1632 25 102 158 4224 43 264
18 176 21 44 65 592 19 74 112 1664 183 104 159 4288 33 134
19 184 57 46 66 608 37 76 113 1696 55 954 160 4352 477 408
20 192 23 48 67 624 41 234 114 1728 127 96 161 4416 35 138
21 200 13 50 68 640 39 80 115 1760 27 110 162 4480 233 280
22 208 27 52 69 656 185 82 116 1792 29 112 163 4544 357 142
23 216 11 36 70 672 43 252 117 1824 29 114 164 4608 337 480
24 224 27 56 71 688 21 86 118 1856 57 116 165 4672 37 146
25 232 85 58 72 704 155 44 119 1888 45 354 166 4736 71 444
26 240 29 60 73 720 79 120 120 1920 31 120 167 4800 71 120
27 248 33 62 74 736 139 92 121 1952 59 610 168 4864 37 152
28 256 15 32 75 752 23 94 122 1984 185 124 169 4928 39 462
29 264 17 198 76 768 217 48 123 2016 113 420 170 4992 127 234
30 272 33 68 77 784 25 98 124 2048 31 64 171 5056 39 158
31 280 103 210 78 800 17 80 125 2112 17 66 172 5120 39 80
32 288 19 36 79 816 127 102 126 2176 171 136 173 5184 31 96
33 296 19 74 80 832 25 52 127 2240 209 420 174 5248 113 902
34 304 37 76 81 848 239 106 128 2304 253 216 175 5312 41 166
35 312 19 78 82 864 17 48 129 2368 367 444 176 5376 251 336
36 320 21 120 83 880 137 110 130 2432 265 456 177 5440 43 170
37 328 21 82 84 896 215 112 131 2496 181 468 178 5504 21 86
38 336 115 84 85 912 29 114 132 2560 39 80 179 5568 43 174
39 344 193 86 86 928 15 58 133 2624 27 164 180 5632 45 176
40 352 21 44 87 944 147 118 134 2688 127 504 181 5696 45 178
41 360 133 90 88 960 29 60 135 2752 143 172 182 5760 161 120
42 368 81 46 89 976 59 122 136 2816 43 88 183 5824 89 182
43 376 45 94 90 992 65 124 137 2880 29 300 184 5888 323 184
44 384 23 48 91 1008 55 84 138 2944 45 92 185 5952 47 186
45 392 243 98 92 1024 31 64 139 3008 157 188 186 6016 23 94
46 400 151 40 93 1056 17 66 140 3072 47 96 187 6080 47 190
47 408 155 102 94 1088 171 204 141 3136 13 28 188 6144 263 480
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Figure 11.17. Rate 1/3 tail biting convolutional encoder.

Tail biting can reduce overheads at the expense of an increase in decoding complexity and
slight performance degradation. In principle, the tail-biting scheme can be applied to turbo
coding as well. However, the relative tail bits overhead for turbo code is very small given the
large codeblocks sizes used for data transmission. Therefore, the overhead reduction versus
complexity and small performance loss trade off appears worthwhile for control channels
(with small block sizes) only. For these reasons, the tail-biting scheme was adopted in the
LTE system for convolutional coding only and not for turbo coding.

A tail biting convolutional code with constraint length 7 and coding rate 1/3 as shown in
Figure 11.17 is defined for LTE. The initial value of the shift register of the encoder is set to
the values corresponding to the last 6 information bits in the input stream so that the initial
and final states of the shift register are the same. Therefore, denoting the shift register of the
encoder by s0, s1, s2, . . . , s5, then the initial value of the shift register is set as:

si = c(K−1−i) i = 0, 1, . . . , 5. (11.40)

The encoder output streams d(0)k , d(1)k and d(2)k correspond to the first, second and third
parity streams, respectively, as shown in Figure 11.17.

11.7 Circular-buffer rate matching for turbo code

An asynchronous and adaptive hybrid ARQ scheme is used for downlink data transmissions
in LTE (see Chapter 12). Also, a synchronous adaptive hybrid ARQ is employed for uplink
transmissions. With adaptive schemes, modulation, coding and resource allocation can change
on retransmissions and therefore require different numbers of coded bits to be transmitted
from the original transmission. Another constraint with turbo coding is that systematic bits
should preferably be carried in the first transmission attempt, as the turbo code performance
is sensitive to the systematic bits. This requires a highly flexible and adaptable rate matching
scheme. In order to meet this goal, a circular-buffer-based rate-matching scheme is used in LTE
as illustrated in Figure 11.18. The rate 1/3 turbo code generates a stream of systematic bits, a
stream of parity bits from the first constituent convolutional code (parity 1 bits), and a stream
of parity bits from the second constituent convolutional code (parity 2 bits). Each of these
three streams is interleaved separately by subblock interleavers. Furthermore, the interleaved
parity 1 and 2 bits are interlaced. During the hybrid ARQ rate-matching procedure, each
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Figure 11.18. Circular-buffer rate matching for turbo code.

transmission reads bits from the buffer, starting from an offset position and increasing the bit
index. If the bit index reaches a certain maximum number, the bit index is reset to the first bit
in the buffer. In other words, the buffer is circular.

11.7.1 Subblock interleaving

The bits input to the block interleaver are denoted by:

d(i)0 , d(i)1 , d(i)2 , . . . , d(i)D−1, i = 0, 1, 2, (11.41)

where D = K + 4 is the number of bits for each of systematic, parity 1 and parity 2 streams.
Note that K is the number of bits within a codeblock with bits xk , k = 0, 1, 2, . . . , K − 1, and
trellis termination adds four bits to each of systematic, parity 1 and parity 2 streams.
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The subblock interleaving is achieved by writing row-wise in a rectangular matrix, applying
matrix columns permutations and finally reading from the matrix column-wise. The number
of columns in the matrix is fixed to 32, that is

CTC
subblock = 32. (11.42)

The number of rows of the matrix RTC
subblock are determined by finding the minimum

integer RTC
subblock such that:

RTC
subblock × CTC

subblock ≥ D. (11.43)

When the number of bits D does not completely fill the
(
RTC

subblock × CTC
subblock

)
rectangular

matrix, dummy bits are padded to fully fill the matrix as below:

yk = 〈NULL〉 k = 0, 1, . . . , ND − 1

yND+k = d(i)k k = 0, 1, . . . , D − 1.
(11.44)

Note that the maximum number of dummy bits is limited to
(
CTC

subblock − 1
)

and these bits
are added to the beginning of the stream. Also, note that when RTC

subblock × CTC
subblock = D, no

dummy bits need to be added as the total D bits fully fill the matrix in this case. The input
bit sequence is then written into the

(
RTC

subblock × CTC
subblock

)
rectangular matrix row by row

starting with bit y0 in column 0 of row 0 as below:




y0 y1 y2 · · · yCTC
subblock−1

yCTC
subblock

yCTC
subblock+1 yCTC

subblock+2 · · · y2CTC
subblock−1

...
...

...
. . .

...

y
(RTC

subblock−1)×CTC
subblock

y
(RTC

subblock−1)×CTC
subblock+1 y

(RTC
subblock−1)×CTC

subblock+2 · · · y
(RTC

subblock×CTC
subblock−1)




.

(11.45)

For systematic and parity 1 bits d(0)k and d(1)k , inter-column permutation for the matrix is
performed based on the bit-reversal-order (BRO) pattern given in Table 11.3 and also shown
in Figure 11.19, where P (j) is the original column position of the jth permuted column.
As an example, for j = 3 [00011], P(j) = 24 [11000], where the bits in binary notation are
reversed.After permutation of the columns, the inter-column permuted

(
RTC

subblock × CTC
subblock

)
rectangular matrix is equal to:
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Table 11.3. Inter-column permutation pattern for subblock
interleaver for turbo code.

j P ( j) j P ( j) j P ( j) j P ( j)

0 0 8 2 16 1 24 3
1 16 9 18 17 17 25 19
2 8 10 10 18 9 26 11
3 24 11 26 19 25 27 27
4 4 12 6 20 5 28 7
5 20 13 22 21 21 29 23
6 12 14 14 22 13 30 15
7 28 15 30 23 29 31 31

0

30

25

20

15P
(j

)

10

5

0
5 10 15 20

j
25 30

Figure 11.19. Inter-column permutation pattern for subblock interleaver for turbo code.




yP(0) yP(1) . . . yP(CTC
subblock−1)

yP(0)+CTC
subblock

yP(1)+CTC
subblock

. . . yP(CTC
subblock−1)+CTC

subblock

...
...

. . .
...

yP(0)+(RTC
subblock−1)×CTC

subblock
yP(1)+(RTC

subblock−1)×CTC
subblock

. . . yP(CTC
subblock−1)+(RTC

subblock−1)×CTC
subblock




.

(11.46)
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The output of the block interleaver is the bit sequence read out column by column
from the inter-column permuted matrix in (11.46). The bits after subblock interleaving
v(i)0 , v(i)1 , v(i)2 , . . . , v(i)K�−1 are set as:

v
(i)
0 = yP(0)

v
(i)
1 = yP(0)+CTC

subblock

...

v
(i)
K�−1 = yP(CTC

subblock−1)+(RTC
subblock−1)×CTC

subblock

i = 0, 1, (11.47)

where k� = RTC
subblock × CTC

subblock = D.

For parity 2 stream d(2)k , the output of the subblock interleaver denoted

v(2)0 , v(2)1 , v(2)2 , . . . , v(2)K�−1 is given by:

v(2)k = yπ(k), (11.48)

where

π(k) =
(

P

(⌊
k

RTC
subblock

⌋)
+ CTC

subblock × (
k mod RTC

subblock

)+ 1

)
mod K�. (11.49)

The permutation function P in (11.49) is the same as before and is defined in Table 11.3.

11.7.2 Subblock interlacing

The circular buffer length is Kw = 3K�, where K� is the number of interleaved bits in each
of systematic, parity 1 and parity 2 streams. The bit stream in the circular buffer is denoted as
w0, w1, . . . , w(Kw−1) and is given as:

wk = v
(0)
k k = 0, 1, . . . , (K� − 1)

wK�+2k = v
(1)
k k = 0, 1, . . . , (K� − 1)

wK�+2k+1 = v
(2)
k k = 0, 1, . . . , (K� − 1) .

(11.50)

It should be noted that the subblock interlacing is only performed between parity 1 and
2 bits as shown in Figure 11.20. The systematic bits are not interlaced. The reason is that
systematic bits are generally part of the first hybrid ARQ transmission. In response to hybrid
ARQ NACK, for example, subblock interlacing guarantees that an equal amount of parity 1
and 2 bits are transmitted.
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11.7.3 Hybrid ARQ soft buffer limitation

The soft buffer size for the rth code block Ncb is given as:

Ncb =

 min

(⌊
NIR

C

⌋
, Kw

)
downlink

Kw uplink,
(11.51)

where C is the number of codeblocks within the transport block and Kw is the circular buffer
size for the rth codeblock. NIR is soft buffer size per codeword per hybrid ARQ process (see
Chapter 12) available at the UE and is given as:

NIR =
⌊

Nsoft

KMIMO · min
(
MDL_HARQ, Mlimit

)
⌋

, (11.52)

where Nsoft is the total soft buffer size, which is set by higher layers. KMIMO = 1, 2 for
the case of single codeword and dual-codeword MIMO spatial multiplexing respectively.
MDL_HARQ = 8 is the maximum number of hybrid ARQ processes and Mlimit = 9.

We note that the soft buffer limitation only applies for the downlink due to soft buffering
concerns for the UE receiver. In the uplink, there is no soft buffer limitation for the eNB and
hence incremental redundancy can always be used. The soft buffer size is directly proportional
to the supported data rate and is inversely proportional to the turbo coding rate. The idea with
soft buffer limitation is that if UE has a certain buffer size dimensioned for a given data rate
and a given coding rate then it can support either higher data rates with increasing coding rate
(weaker code) or lower data rates with a stronger code. Therefore, UE can support incremental
redundancy in most cases while falling back to Chase combining when it approaches peak
data rates if its soft buffer is dimensioned to support Chase combining only at the peak data
rate. In other cases, when the soft buffer is dimensioned to support the peak data rate with
incremental redundancy in mind, full redundant bits can always be transmitted providing
performance advantage. Therefore, the soft buffer approach provides a tool to balance the UE
soft buffering complexity against incremental redundancy gains.

Sub-block
ininterlerleaviaving

Subblock
interleaving

Subblock
interleaving

Sub-block
ininterterleaeavining

Subblock
interleaving

Systematic bits Parity 1 bits Parity 2 bits

Interlacing

Figure 11.20. Subblock interlacing.
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11.7.4 RV starting points

The bits from a single codeblock belonging to a transport block can be transmitted within a
resource element (e.g. one subcarrier within one OFDM symbol for downlink, see Chapter 8).
This means that the bits from two codeblocks from the same transport block cannot be mixed
in the same modulation symbol including the spatial dimension. However, for two codewords
MIMO transmission where two separate transport blocks are transmitted, bits from two code-
blocks belonging to different transport blocks can possibly be mixed in the same physical
resource element.

The transmission of bits from two codeblocks from the same transport block within a single
resource element is avoided by first defining G′ as:

G′ = G

(NL × Qm)
, (11.53)

where G is the total number of bits available for the transmission of one transport block and
Qm = 2, 4, 6 for QPSK, 16-QAM and 64-QAM respectively. NL = 1 for transport blocks
mapped onto one MIMO transmission layer and NL = 2 for transport blocks mapped onto
two or four MIMO transmission layers. It should be noted that SFBC transmit diversity is
considered as a two-layer transmission while the SFBC-FSTD transmit diversity scheme is
considered a four-layer transmission. Therefore, setting NL = 2 for transmit diversity means
that an even number of resource elements or modulation symbols is used for each codeblock
in transmit diversity mode.

Let us now set:

γ = G′ mod C. (11.54)

The rate-matching output sequence of length E for the rth coded block is then given as:

E =

 NL · Qm · ⌊G′/C

⌋
r ≤ C − γ − 1

NL · Qm · ⌈G′/C
⌉

otherwise.
(11.55)

We note that some codeblocks may need to use one fewer resource element and some
others one more resource element to avoid mixing of bits in the same resource element from
two codeblocks from the same transport block. It should also be noted that the rate-matching
output sequence length E is determined independently of the codeblock size. We noted earlier
in Section 11.4 that two adjacent codeblock sizes can be used with the difference in size
�K = K+ − K− as large as 64 bits. Therefore, the codeblocks with the larger size will
experience a slightly higher coding rate than the codeblocks with the smaller size. We also
know that the codeblocks with the smaller size use lower index and from (11.55) we also note
that the codeblocks with lower index r ≤ C −γ −1 may use one fewer resource element than
the codeblocks with higher index r > C − γ − 1. However, one resource element generally
carries a much smaller number of bits than the maximum difference in codeblock sizes of 64
bits. For example, 16-QAM with Qm = 4 using two MIMO layers (NL = 2) carries 8 bits
per resource element. Hence using one fewer resource element for smaller codeblocks does
not compensate for the coding difference. Moreover, the number of codeblocks using one
fewer resource element as given by (11.55) is not the same as the number of codeblocks with
smaller codeblock size as these two quantities are determined independently. However, it can
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be argued that 64 bits difference in codeblock size only applies when multiple codeblocks
are used, in which case the codeblock size is generally larger than 3072 bits. Therefore,
the worst-case difference in the number of coded bits between different codeblocks can be
around 2%, which is rather a small difference to make any significant difference in codeblock
performance.

The rate-matching output bit sequence is:

ek = w(k0+j) mod Ncb k = 0, 1, . . . , (E − 1) j = 0, 1, . . . , (Kw − 1). (11.56)

Note that the bit positions with w(k0+j) mod Ncb = 〈NULL〉, which denote dummy bits in the
circular buffer, a total of 3ND = (Kw − E), are ignored and not included in the transmission.
The Redundancy Version (RV) starting point k0 is given as:

k0 = RTC
subblock ·

(
2 ·
⌈

Ncb

8RTC
subblock

⌉
· rvidx + 2

)
rvidx = 0, 1, 2, 3. (11.57)

Where rvidx = 0, 1, 2, 3. The operation (k0 + j) mod Ncb in (11.56) makes sure that the bit
index is reset to the first bit in the buffer when the index reaches the maximum index of Ncb,
which is the idea of a circular buffer.

Let us consider the last codeblock of size K = 4800 bits from Figure 11.11. This codeblock
does not contain any filler bits and hence the number of coded bits at the output of the turbo
decoder, after adding 4 bits for trellis termination, for each of systematic, parity 1 and parity
2 streams is D = K + 4 = 4804. Since 4804 is not divisible by CTC

subblock = 32, 28 dummy
bits are added to each of the streams separately before subblock interleaving, resulting in
K� = 4832 and Kw = 3K� = 14 496. Assuming no soft buffer limitation, we can set:

Ncb = Kw = 3K� = 14 496 bits. (11.58)

We can then obtain redundancy version starting points k0 = 302, 3926, 7551, 11 174 for
rvidx = 0, 1, 2, 3 respectively as given in Figure 11.21. We note that spacing between RVs

Systematic = 4832 Parity 1/2 = 9664

3624
00, 302idxrv k= = 01, 3926idxrv k 02, 7551idxrv k 03, 11 174idxrv k= =

3624 3624

3624

Systematic = 4832 Parity 1/2 =
2416

cbN = 7248

1812

1812

Ncb = 3 × (4800 + 4 + 28) = 3 × 4832 = 14496

1812 1812

Figure 11.21. Redundancy version starting point k0.
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starting points is uniform at 3624 bits. It should be noted that the RV index only indicates RV
starting points. There is no RV ending point and as many bits can be transmitted as determined
by rate matching. Let us now assume that Ncb < Kw due to soft buffer limitation:

Ncb = 1

2
Kw = 3

2
K� = 7248 bits. (11.59)

We again obtain redundancy version starting points k0 = 302, 2114, 3926, 5738 for rvidx =
0, 1, 2, 3 respectively as also shown in Figure 11.21. Once again spacing between RVs starting
points is uniform at 1812 bits, which is half the spacing for the case of Ncb = 14 496 bits.

We make a few observations. Firstly, when RV0 is used, some systematic bits are skipped
from the beginning.Actually, two columns’worth of systematic bits from a total of 32 columns
worth of bits are skipped as we can see by setting rvidx = 0 in (11.57):

k0 = 2 × RTC
subblock, rvidx = 0. (11.60)

This is equivalent to skipping approximately 6.25% (2/32) systematic bits when RV0 is used.
The rationale for skipping some systematic bits from possibly a first hybridARQ transmission
using RV0 is that this provides a slight performance advantage at very high coding rates. On
the other hand, when a lower coding rate is used, skipping some systematic bits is generally
not an issue because performance is not sensitive to the presence of systematic bits when a
stronger code is used. In the intermediate coding rates, however, systematic bits puncturing
can lead to a small degradation in performance. Therefore, the overall benefit of systematic
bits puncturing is not evident.

Secondly when Ncb < Kw due to soft buffer limitation, all systematic bits are kept in the
buffer. However, some parity 1 and 2 bits are dropped. This is because when the soft buffer is
limited, the effective coding rate becomes larger than the turbo code base rate of 1/3, resulting
in a weaker code, which benefits from transmission of systematic bits. We also note that when
Ncb becomes smaller relative to Kw, less redundancy is transmitted reducing the coding gains
and hence degrading hybrid ARQ performance.

11.8 Circular-buffer rate matching for convolutional code

The circular buffer rate matching scheme for convolutional code is illustrated in Figure 11.22.
We note that in this case there are no systematic bits as the outputs of the convolutional code
in Figure 11.17 are three parity streams d(0)k , d(1)k and d(2)k . Similar to turbo code, subblock
interleaving is performed separately on each of the output streams.Another difference relative
to turbo code is that interleaved parity bits are not interlaced. Also, there are no redundancy
version starting points since hybrid ARQ operation is not used for convolutionally coded
transport channels.

11.8.1 Subblock interleaving

The encoder output streams d(0)k , d(1)k and d(2)k corresponding to the first, second and third
parity streams, respectively, as shown in Figure 11.17 are interleaved separately using a
subblock interleaver similar to the one used for the turbo coding case. The bits input to the
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Figure 11.22. Circular buffer rate matching for convolutional code.

block interleaver are denoted by:

d(i)0 , d(i)1 , d(i)2 , . . . , d(i)D−1, i = 0, 1, 2, (11.61)

where D is the number of bits in each of the first, second and third parity streams. It should
be noted that no tail bits are added for trellis termination in this case thanks to the tail-biting
convolutional code.

The subblock interleaving is achieved by writing row-wise in a rectangular matrix, applying
matrix columns permutations and finally reading from the matrix column-wise. Similar to
turbo coding, the number of columns in the matrix is fixed to 32, that is

CCC
subblock = 32. (11.62)

The number of rows of the matrix RCC
subblock are determined by finding the minimum

integer RCC
subblock such that:

RCC
subblock × CCC

subblock ≥ D. (11.63)
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When the number of bits D does not completely fill the RCC
subblock × CCC

subblock rectangular
matrix, dummy bits are padded to fully fill the matrix as below:

yk = 〈NULL〉 k = 0, 1, . . . , ND − 1

yND+k = d(i)k k = 0, 1, . . . , D − 1.
(11.64)

Note that the maximum number of dummy bits is limited to
(
CCC

subblock − 1
)

and these bits
are added to the beginning of each of the first, second and third parity streams. Also, note that
when RCC

subblock × CCC
subblock = D, no dummy bits need to be added as the total D bits fully fill

the matrix in this case. The input bit sequence is then written into the
(
RCC

subblock × CCC
subblock

)
rectangular matrix row by row starting with bit y0 in column 0 of row 0 as below:




y0 y1 y2 · · · yCCC
subblock−1

yCCC
subblock

yCCC
subblock+1 yCCC

subblock+2 · · · y2CCC
subblock−1

...
...

...
. . .

...

y
(RCC

subblock−1)×CCC
subblock

y
(RCC

subblock−1)×CCC
subblock+1 y

(RCC
subblock−1)×CCC

subblock+2 · · · y
(RCC

subblock×CCC
subblock−1)


 .

(11.65)

For each of the first, second and third parity streams, inter-column permutation for the
matrix is performed based on the pattern given in Table 11.4 and also shown in Figure 11.23,
where P (j) is the original column position of the jth permuted column. The difference in
permutation pattern relative to the one used for turbo code subblock interleaving in Table 11.3
is that the first set of 16 and the last set of 16 entries are switched. After permutation of the
columns, the inter-column permuted

(
RCC

subblock × CCC
subblock

)
rectangular matrix is equal to:




yP(0) yP(1) . . . yP(CCC
subblock−1)

yP(0)+CCC
subblock

yP(1)+CCC
subblock

. . . yP(CCC
subblock−1)+CCC

subblock
...

...
. . .

...

yP(0)+(RCC
subblock−1)×CCC

subblock
yP(1)+(RCC

subblock−1)×CCC
subblock

. . . yP(CCC
subblock−1)+(RCC

subblock−1)×CCC
subblock


 .

(11.66)

The output of the block interleaver is the bit sequence read out column by column
from the inter-column permuted matrix in (11.66). The bits after subblock interleaving
v(i)0 , v(i)1 , v(i)2 , . . . , v(i)K�−1 are set as:

v
(i)
0 = yP(0)

v
(i)
1 = yP(0)+CCC

subblock
...

v
(i)
K�−1 = yP(CCC

subblock−1)+(RCC
subblock−1)×CCC

subblock

i = 0, 1, (11.67)

where k� = RCC
subblock × CCC

subblock = D.
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Table 11.4. Inter-column permutation pattern for subblock
interleaver for convolutional code.

j P ( j) j P ( j) j P ( j) j P ( j)

0 1 8 3 16 0 24 2
1 17 9 19 17 16 25 18
2 9 10 11 18 8 26 10
3 25 11 27 19 24 27 26
4 5 12 7 20 4 28 6
5 21 13 23 21 20 29 22
6 13 14 15 22 12 30 14
7 29 15 31 23 28 31 30

0

30

25

20

15P
(j

)

10

5

0
5 10 15 20

j
25 30

Figure 11.23. Inter-column permutation pattern for subblock interleaver for convolutional code.

11.8.2 Rate matching

The circular buffer length is Kw = 3K�, where K� is the number of interleaved bits in each
of the first, second and third parity streams. The bit stream in the circular buffer is denoted as
w0, w1, . . . , w(Kw−1) and is given as:

wk = v
(0)
k k = 0, 1, . . . , (K� − 1)

wK�+k = v
(1)
k k = 0, 1, . . . , (K� − 1)

w2K�+k = v
(2)
k k = 0, 1, . . . , (K� − 1).

(11.68)

If we compare (11.68) with (11.50), we note that there is no interlacing of interleaved parity
bits for the convolutional coding case.
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The rate matching output bit sequence is given as:

ek = w(j) mod Ncb k = 0, 1, . . . , (E − 1) j = 0, 1, . . . , (Kw − 1). (11.69)

Again, if we compare (11.69) with (11.56), we note that the transmission starting position
is not staggered for convolutional code and is always at the first bit position in the first parity
stream as is also shown in Figure 11.22. Also, no redundancy versions need to be defined as
hybrid ARQ is not used in conjunction with convolutional code. Note that the bit positions
with w(k0+j) mod Ncb = 〈NULL〉, which denotes dummy bits in the circular buffer are ignored
and not included in the transmission.

11.9 Codeblock concatenation

The codeblock concatenation only needs to be done when the number of codeblocks is
larger than one (C > 1) for the turbo coding case. The input bit sequence for the codeblock
concatenation and channel interleaving block are the sequences erk , for r = 0, . . . , C − 1 and
k = 0, . . . , Er − 1. The output bit sequence from the codeblock concatenation and channel
interleaving block is the sequence:

fj = erk , r = 0, . . . , (C − 1) , k = 0, . . . , (Er − 1) j = 0, . . . , (G − 1), (11.70)

where G = (C × Er).
We note that the codeblock concatenation consists of sequentially concatenating the rate-

matching outputs for the different codeblocks.

11.10 Channel interleaver

A frequency-first mapping without any channel interleaver is used on the downlink physical
shared channel (PDSCH) to enable pipelining of codeblocks decoding reducing decoding
complexity. However, for physical uplink shared channel (PUSCH), a simple interleaver
where bits are written to a rectangular matrix row-by-row and read out column-by-column
is defined. This channel interleaver in conjunction with the resource element mapping for
PUSCH enables a time-first mapping of modulation symbols onto the transmit waveform. A
time-first mapping for PUSCH allows capturing frequency diversity when slot-level hopping
is applied as shown in Figure 11.24. This is particularly important when multiple codeblocks
within a transport block are transmitted. In case a frequency-first mapping is applied, as is the
case for downlink, then codeblocks transmitted within the first slot will experience different
channel conditions from the codeblocks in the second time slot due to frequency hopping. As
a hybrid ARQ NACK is sent if any of the codeblocks within the whole subframe (two slots)
is in error, the performance is limited by the slot experiencing lower channel quality. On the
other hand, with time-first mapping, all codeblocks within a transport block are expected to
experience similar channel conditions. The decoding complexity is less of a concern for the
uplink as eNB can generally afford higher complexity relative to a UE. Hence, the decoding
pipelining argument that applies to downlink for a UE receiver is not necessarily critical for
an eNB receiver in the uplink.
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Figure 11.24. A time-first mapping on PUSCH captures frequency diversity when frequency hopping
is enabled.

In the LTE uplink, when data and control need to be transmitted in the same subframe,
multiplexing is performed at the input of transform (DFT) precoding in order to keep the single-
carrier property of SC-FDMA. In addition, the control and data multiplexing is performed
in such a way that hybrid ARQ ACK/NACK information is present on both slots in the
subframe and is mapped to resources around the demodulation reference signals. As for the
case of data transmission, it is important for hybrid ARQ ACK/NACK to gather frequency
diversity when slot-level hopping is enabled. In addition, mapping ofACK/NACK to resources
around reference signals enables better channel estimates for ACK/NACK reliable decoding.
Furthermore, the multiplexing scheme ensures that control and data information are mapped
to different modulation symbols.

The inputs to the data and control multiplexing are the coded bits of the control infor-
mation denoted by q0, q1, q2, q3, . . . , qQ−1 and the coded bits of the UL-SCH denoted
by f0, f1, f2, f3, . . . , fG−1. The output of the data and control multiplexing operation is
denoted by:

g
0
, g

1
, g

2
, g

3
, . . . , g

H ′−1
, H = (G + Q) , H ′ = H

Qm
, (11.71)

where g
i
, i = 0, . . . , H ′ − 1 are column vectors of length Qm. Also, Qm = 2, 4, 6 for QPSK,

16-QAM and 64-QAM respectively. H = (G + Q) is the total number of coded bits for
transmission including both the control and data bits.

The number of SC-FDMA symbols per subframe N PUSCH
symb for PUSCH transmission is

given by:

N PUSCH
symb =

(
2 ·
(
N UL

symb − 1
)

− NSRS

)
, (11.72)

where N UL
symb is the number of uplink SC-FDMA symbols per slot, N UL

symb = 6, 7 for extended
and normal cyclic prefix respectively. For instance, assuming normal cyclic prefix and one
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SC-FDMA symbol for sounding reference signal (SRS), NSRS = 1, we obtain N PUSCH
symb = 11.

It should be noted that one SC-FDMA symbol in each slot is reserved for demodulation
reference signal and cannot be used for data transmission.

We first assign Cmux = N PUSCH
symb to be the number of columns of the matrix. The number

of rows of the matrix is then obtained as:

Rmux = H

Cmux
. (11.73)

Also, we define R′
mux = Rmux/Qm, where Qm = 2, 4, 6 for QPSK, 16-QAM and 64-QAM

respectively. The input vector sequence, i.e., y
k

= g
k

for k = 0, 1, . . . ,
(
H ′ − 1

)
, is written

into the (Rmux × Cmux)matrix by sets of Qm rows starting with the vector y
0

in column 0 and
row 0 to row (Qm − 1):




y
0

y
1

y
2

· · · y
Cmux−1

y
Cmux

y
Cmux+1

y
Cmux+2

· · · y
2Cmux−1

...
...

...
. . .

...

y
(R′

mux−1)×Cmux
y
(R′

mux−1)×Cmux+1
y
(R′

mux−1)×Cmux+2
· · · y

(R′
mux×Cmux−1)


 .

(11.74)

When uplinkACK/NACK is transmitted, some modulation symbols are punctured. Writing
bits into the matrix as sets of Qm rows allows straightforward puncturing of modulation sym-
bols whenACK/NACK needs to be transmitted in the same subframe as the data transmission.
The output of the block interleaver is the bit sequence read out column by column from the
(Rmux × Cmux) matrix in (11.74).

11.11 Summary

Two major proposals were debated as candidate schemes for the LTE channel coding. The first
scheme was based on one retaining the release 6 HSPA turbo code while replacing the turbo
internal interleaver with a contention-free interleaver which offers parallel processing. The
second scheme was to use a different coding scheme such as an LDPC code that has high
parallelism built in. The decision went in favor of turbo code partly because it is the incumbent
coding scheme in 3GPP. The argument was that if both turbo code and LDPC can offer similar
performance and complexity then it is preferable to use the existing coding scheme as dual-
mode terminals implementing HSPA and LTE anyway need to include turbo code scheme and
some hardware can be reused between the two systems.

The contention-free interleaver is based on the quadratic permutation polynomial (QPP)
principle. The QPP interleaver was selected over the almost regular permutation (ARP) inter-
leaver. The QPP interleaver allows calculating the next interleaved position from the current
position recursively without multiplication or modulo operations.Additionally, for many QPP
interleavers, the de-interleaver is also a QPP interleaver. One advantage of an interleaver being
its own inverse is that the same algorithm and hardware can be used for both interleaving and
de-interleaving.
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The maximum codeblock size (amount of information data input to the turbo code) is
limited to 6144 bits for complexity reasons. Therefore, transport blocks larger than 6144 bits
are segmented into codeblocks with each codeblock having its own CRC. The codeblock
CRC allows early termination of turbo decoding iterations resulting in battery power savings.
Moreover, for MIMO multi-codeword transmissions, codeblock CRC along with frequency-
first mapping of codeblocks allows performing successive interference cancellation (SIC) at
the codeblock level. This reduces both the SIC delay as well as buffering required. In addition
to the codeblock CRC, a transport block level CRC is always used. Both codeblock and
transport block CRCs are of the same length but use different generator polynomials to avoid
the problem of missing the same error event.

A highly flexible yet simple rate-matching scheme based on the circular buffer concept is
used to enable adaptive hybrid ARQ, which may require a different number of coded bits
transmitted between different hybrid ARQ retransmissions. A subblock interleaver is used to
separately interleave systematically two sets of parity bits. Furthermore, the parity bits from
the first and second constituent encoder are interlaced, which ensures that equal numbers of
parity bits from the first and second constituent encoders are transmitted. Only the redundancy
version starting points need to be signaled and the total number of coded bits that can be
transmitted on one attempt is not limited as the circular buffer can go around and around as
many times as needed. The redundancy version starting points also allow for puncturing of a
small fraction of systematic bits, which is claimed to provide a slight performance advantage
at very high coding rates.

A soft buffer limitation for the downlink transmissions can be enabled due to buffering con-
cerns for the UE. In the uplink, there is no soft buffer limitation for the eNB and hence
incremental redundancy can always be used. The idea with a soft buffer limitation is that if
UE has a certain buffer size dimensioned for a given data rate and a given coding rate then it
can support either higher data rates with increasing coding rate (weaker code) or lower data
rates with a stronger code. Therefore, the soft buffer approach provides a tool to balance the
UE soft buffering complexity against incremental redundancy gains.

The rate-matching scheme used for convolutional coding is also based on the circular buffer
concept with some differences relative to the scheme used for turbo code. Firstly, there are no
systematic bits for the convolutional coding case. Secondly, the parity bits are not interlaced
and no redundancy versions starting points need to be specified as hybrid ARQ is not used in
conjunction with convolutional coding. A single starting point at the first bit of the first set of
parity bits is always used.

A limited number of QPP interleaver sizes are defined for complexity reasons. In order to
match the codeblock size to the supported turbo code internal interleaver (QPP) size, filler
bits can be added to the codeblock. Similarly, dummy bits can be added to match the turbo
code output subblock size to the supported subblock diagonal matrix size. All dummy bits are
removed before the coded bits are transmitted. The filler bits from the systematic bits stream
as well as the parity bit stream from the first constituent encoder are removed. However, the
filler bits that go into parity bits from the second constituent encoder are not removed. It is
difficult to track these bits due to the fact that the input to the second constituent encoder is
an interleaved version of the input stream to turbo code.

No channel interleaving is defined for downlink transmissions as the subblock interleav-
ing partly achieves the goal of channel interleaving. In addition, frequency-first mapping
of coded bits is employed for decoding complexity reasons and hence multiple codeblocks
cannot be interleaved in time anyway. The uplink transmissions can, however, employ
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slot-level frequency hopping and hence a channel interleaver along with resource map-
ping scheme ensures that the transmitted bits achieve time-first mapping. Using this scheme
all the codeblocks within a transport block are transmitted over both the slots. Hence, fre-
quency diversity can be captured when slot-level frequency hopping is enabled. Moreover,
the receiver complexity is less of a concern for eNB to receive uplink transmissions and
therefore frequency-first mapping is not crucial to enable codeblocks decoding pipelin-
ing in the uplink. This enables using a channel interleaver with time-first mapping in
the uplink.
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12 Scheduling, link adaptation
and hybrid ARQ

A cellular radio system consists of a collection of fixed eNBs that define the radio coverage
areas or cells. Typically, a non-line-of-sight (NLOS) radio propagation path exists between an
eNB and a UE due to natural and man-made objects that are situated between the eNB and the
UE. As a consequence, the radio waves propagate via reflections, diffractions and scattering.
The arriving waves at the UE in the downlink direction (at the eNB in the uplink direction)
experience constructive and destructive additions because of different phases of the individual
waves. This is due to the fact that, at the high carrier frequencies typically used in the cellular
wireless communication, small changes in the differential propagation delays introduce large
changes in the phases of the individual waves. If the UE is moving or there are changes in the
scattering environment, then the spatial variations in the amplitude and phase of the composite
received signal will manifest themselves as the time variations known as Rayleigh fading or
fast fading. Traditionally, the time-varying nature of the wireless channel was considered
undesirable because it required very high signal-to-noise ratio (SNR) margins for providing
the desired bit error or packet error reliability. Therefore, system design efforts focused on
averaging out the signal variations due to fast fading by using various forms of diversity
schemes such as space, angle, polarization, field, frequency, time or multi-path diversity.

At low to medium UE speeds targeted for the LTE system, the channel variations can be
tracked at the eNB and fast channel variations due to Rayleigh fading can be used to our
advantage. For downlink transmissions, UEs feed downlink channel quality information back
to the eNB. Using a channel quality sensitive scheduler such as the proportional fair scheduler,
eNB can serve a UE on time, frequency and spatial resources where it is experiencing the
best conditions thus improving system capacity and throughput. It is well known that when
channel-sensitive scheduling, also referred to as multi-user diversity, can be exploited, use
of other forms of diversity such as transmit diversity degrades performance. This is because
multi-user diversity relies on large variations in channel conditions, while the transmit diversity
tries to average out the channel variations.

While the channel-sensitive scheduler selects a user experiencing good channel condi-
tions on a given time, frequency and spatial resources, link adaptation is used to adapt the
transmissions format including modulation and coding (MCS) as well as MIMO rank and
precoding to the current channel conditions on the allocated time, frequency and spatial
resources. Both channel sensitive scheduling and link adaptation rely on availability of accu-
rate channel quality information at the eNB. This information can be obtained at the eNB either
from uplink reference signal transmissions in a TDD system or UEs can feedback downlink
channel quality information back to the eNB in an FDD system. In a practical situation,
accurate channel quality knowledge is not feasible for various reasons that include channel
quality measurement errors, errors due to channel quality feedback delays, interference vari-
ations and channel quality information transmission errors. These errors in channel quality
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Channel sensitive
scheduling 

Link adaptation

Hybrid ARQ

Select users experiencing good channel
conditions on given time, frequency and

spatial resources 

Adapt MCS and MIMO format to the
channel conditions on the allocated time,

frequency and spatial resources 

Recover from transmission errors resulting
from inaccurate link adaptation

Figure 12.1. Relationship between scheduling, link adaptation and hybrid ARQ.

estimates would require large back offs in transmission data rates degrading system through-
put. A hybrid automatic repeat-request (ARQ) mechanism allows one to correct errors in link
adaptation by incremental redundancy transmission in the case of packet errors. This way,
transmission data rates do not need to be reduced to account for channel quality estimation and
prediction errors. The relationship between between scheduling, link adaptation and hybrid
ARQ is schematically shown in Figure 12.1. Channel-sensitive scheduling, link adaptation
and hybrid ARQ are integral parts of all modern cellular communication systems due to the
potential benefit they provide in fast-fading environments. In this chapter, we describe each
of these three features in detail.

12.1 Channel-sensitive scheduling

The concept of channel-sensitive scheduling, also referred to as multi-user diversity, [1] is to
exploit the independent nature of fast fading across users. When there are many users that
fade independently, it is highly likely to find a user with good channel conditions at a given
time. A 100 ms snapshot of Rayleigh fading for four users each experiencing an average SNR
of 0.0 dB is shown in Figure 12.2. We assumed a 10 km/h speed at 2 GHz frequency. It can be
noted that the average SNR seen by the users can be increased if users are scheduled during
the times when they experience upfades.

The sum capacity for channel-sensitive scheduling as a function of number of users for
SNR of 0, 10 and −10 dB are shown in Figures 12.3–12.5 respectively. The capacities for
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the AWGN channel are provided for reference. We note that the channel-sensitive scheduling
gains increase with the number of users. This is because with increasing number of users,
the selected user’s channel becomes stronger and stronger. We remark that for an SNR of
0.0 dB and for 16 users, channel-sensitive scheduling can provide up to two times larger sum
capacity relative to the AWGN channel. The gains from channel-sensitive scheduling also
depend upon the operating SNR. At higher SNR, capacity scales logarithmically with SNR
and incremental gains in SNR due to scheduling translate into relatively lower capacity gains.
At SNR = 10 dB and for the 16 users case, the channel-sensitive scheduling provides 1.4
times the sum capacity for the AWGN channel as shown in Figure 12.4. As capacity scales
almost linearly with SNR at low SNR, the scheduling gains are expected to be larger at these
SNRs. This is because the SNR gain provided by scheduling translates into a larger capacity
gain at lower SNR relative to the higher SNR case. At SNR = −10 dB and 16 users case,
almost three times the gain is achieved as shown in Figure 12.5.

We can conclude that channel-sensitive scheduling is more beneficial for the weak users in
the system experiencing low SNR. On the other hand, the channel quality feedback overhead
also tends to be larger for weak users. This is because weak users need to transmit at higher
power relative to a strong user for conveying the same amount of channel quality information to
the eNB.Also, the SINRs for cell-edge users in the uplink are generally lower than the downlink
SINR. This is because, in the downlink, the interference at the cell edge is experienced from
a few base stations typically as far away from the user as its serving cell. However, in the
uplink, many users in the neighboring cells can be transmitting to their own cells creating
a large amount of interference to a cell-edge user in the cell of interest. Additionally, in
coverage-limited situations the uplink SNR is generally lower than the downlink SNR due
to lower UE transmission power relative to eNB transmission power. It is therefore expected
that at system level, scheduling can provide larger gains on the uplink than on the downlink.

Until now, we have talked of scheduling gains in the context of a single-path frequency-flat
Rayleigh fading channel. In WCDMA based HSPA (High Speed Packet Access) systems,
multi-paths lead to channel averaging when a Rake receiver is used. This is because the total
received SINR in a Rake receiver is simply the sum of SINRs on each finger (see Section 3.2.1).
This channel averaging or channel hardening effect reduces the achievable scheduling gains.
Let us now try to explain this effect.

The PDF of a Rayleigh distributed random variable is given as:

fR (r) = r

σ 2
e

(
− r2

2σ2

)
x ≥ 0. (12.1)

The Rayleigh distributed random variable R can be written as:

R =
√

X 2
1 + X 2

2 , (12.2)

where X1 and X2 are zero-mean statistically independent Gaussian random variables, each
having a variance of σ 2. The Rayleigh distribution is closely related to the chi-square distri-
bution. A random variable Y following chi-square distribution with n degrees of freedom is
defined as:

Y =
n∑

i=1

X 2
i , (12.3)



296 Scheduling, link adaptationand hybrid ARQ

where Xi, i = 1, 2, . . . , n are zero-mean statistically independent Gaussian random variables
each having a variance of σ 2. We note that the Rayleigh distributed random variable R is
related to the 2-degrees-of-freedom chi-square random variable Y as below:

R =
√

X 2
1 + X 2

2 = √
Y . (12.4)

This means that signal power for a single-path fading channel follows a chi-square
distribution with 2 degrees of freedom.

R2 = X 2
1 + X 2

2 = Y . (12.5)

The PDF of a chi-square distributed random variable with n degrees of freedom is given as:

fY ( y) = 1

σ n2n/2�
( n

2

)y(n/2−1)e−y/2σ 2
x ≥ 0, (12.6)

where � ( p) is the gamma function, defined as:

� ( p) =
∞∫

0

t( p−1)e−t dt p > 0

� ( p) = ( p − 1)! p an integer, p > 0

�

(
1

2

)
= √

π �

(
3

2

)
=

√
π

2
.

(12.7)

The PDF of a chi-square distributed random variable with various degrees of freedom is
plotted in Figure 12.6. The mean and variance of the chi-square distribution are given as:

E (Y ) = nσ 2

E
(
Y 2)− [E (Y )]2 = 2nσ 4. (12.8)

In probability theory and statistics, the coefficient of variation (CV) is a normalized measure
of dispersion of a probability distribution. The CV defined as the ratio of the standard deviation
to the mean for the chi-square distribution is given as:

CV =
√

2nσ 4

nσ 2
=
√

2

n
. (12.9)

The coefficient of variation is important because the standard deviation of data must always
be understood in the context of the mean of the data. The standard deviation of an exponential
distribution is equal to its mean, so its coefficient of variation is equal to 1. The distributions
with CV < 1 are considered low-variance, while those with CV > 1 are considered high-
variance. We note that CV for the chi-square distribution with 2 degrees of freedom is 1. This
is because the chi-square distribution with 2 degrees of freedom is actually an exponential
distribution with PDF given as:

fY ( y) = 1

2σ 2
e−y/2σ 2

x ≥ 0. (12.10)
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Figure 12.6. The PDF of a chi-square distributed random variable.

With increasing degrees of freedom n, the CV of the chi-square distribution decreases. This
means that the distribution becomes less and less of a variant distribution.

Let us now try to answer the question of why scheduling gains in an HSPA system decrease
in a multi-path fading channel. When multi-path signals are combined using a Rake receiver,
we are actually adding signals on different paths. Assuming each multi-path component is
statistically identical and fades independently, the overall received signal power actually
follows a chi-square distribution with n degrees of freedom, where n = 2 × L with L being
the number of paths or diversity order. The channel-sensitive scheduling gains depend upon
the tail of the fading distribution. An increasing number of paths results in a distribution with
lower CV and lighter tail and hence reduces achievable scheduling gains. It should be noted
that multi-path diversity due to the Rake receiver could improve the outage performance when
no channel state information is available at the transmitter. However, when the channel state
information such as channel quality is available at the scheduler, the overall performance
degrades with diversity. The sum capacity results for SNR = 0 dB and different orders of
diversity, L = 1, 2, 4, 8 are shown in Figure 12.7. It should be noted that we are ignoring
the SNR loss due to a Rake receiver in our comparison. This loss comes from the fact that a
signal on a Rake finger experiences interference from the remaining Rake fingers as described
in Section 3.2.1. The goal is to show the effect of diversity on channel-sensitive scheduling
performance. We note that for the 16 users case, the scheduling gain reduces from two times the
AWGN sum capacity for L = 1 to 1.8 times theAWGN capacity for L = 2.The scheduling gain
is only 1.4 times theAWGN capacity for L = 8 at 16 users. It should be noted that for simplicity
we assumed that each multi-path component is statistically identical with similar mean power.
In practice, different multi-path components may have different average powers and thus can
impact scheduling performance differently from that depicted in Figure 12.7. However, the
general trend of decreasing scheduling gains with increasing diversity order should hold.
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Figure 12.7. Channel-sensitive scheduling gains for SNR = 0 dB and different numbers of
multi-paths, L = 1, 2, 4, 8.

12.2 Frequency-selective multi-user scheduling

We noted that in the HSPA system using a Rake receiver, multi-paths lead to channel harden-
ing reducing scheduling gains. In OFDM systems, multi-paths lead to frequency selectivity
introducing channel diversity. The larger the number of independent paths, the larger the
diversity introduced. Therefore, if time-domain scheduling with selected users transmitting
over the whole bandwidth is performed, the scheduling performance should be degraded with
increasing number of multi-paths. A snapshot of time-frequency fading over 500 ms for aver-
age SNR = 0 dB is depicted in Figure 12.8. We assumed a UE speed of 3 km/h, FFT size of
1024 (number of subcarriers) and four multi-paths with delays of 2, 4, 6 and 8 samples. It
can be noted that if scheduling can be performed in both frequency and time, users can be
scheduled on time-frequency resources where they experience upfades. We refer to channel-
sensitive scheduling across time and frequency as frequency-selective scheduling (FSS).Also,
the scheme where a user is scheduled over the whole bandwidth with time-domain scheduling
only is referred to as non-frequency-selective scheduling (NFSS).

Figure 12.9 shows FSS and NFSS gains for SNR = 0 dB and the number of multi-paths
equal to 2 and 4 (L = 2, 4). We note that the performance of the NFSS scheme degrades as the
number of multi-paths is increased. This is because with increasing number of multi-paths,
there is more frequency diversity, which reduces the average SNR (averaged over frequency)
variations in time. We observe that for the same diversity order, scheduling gain from NFSS
relative to AWGN in Figure 12.9 is smaller than the gain in Figure 12.7. This difference
comes from the fact that the NFSS scheme suffers from additional channel capacity loss
due to different SNR across the frequency band (see Section 3.3). On the other hand, the
single-carrier WCDMA/HSPA system considered in Figure 12.7 assumes a single SNR at
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Figure 12.9. Frequency-selective scheduling gains for SNR = 0 dB and different numbers of
multi-paths, L = 2, 4.

a given time. However, in a multi-path fading channel, the WCDMA/HSPA system experi-
ences SNR loss that is not accounted for in Figure 12.7. We also note from Figure 12.9 that
the performance of FSS is unaffected with increased frequency diversity. This is because
FSS can select users hitting peaks in frequency and time and avoid extreme downfades
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in both frequency and time. The FSS gains over NFSS for the 16 users case are approx-
imately 28% and 48% for L = 2, 4 respectively. It should be noted that FSS gains come
at the expense of an additional control signaling overhead that includes both the frequency-
selective channel quality information feedback as well as frequency resource allocation control
information.

The larger number of multi-paths provides increased frequency selectivity and results in
larger fading peaks. The reason for larger fading peaks is that frequency responses of differ-
ent multi-path components add constructively at some frequency subcarriers. However, the
downside is that the peaks also become narrower and narrower with increasing frequency
diversity. We make the assumption that larger numbers of multi-paths also lead to a larger
delay spread. The sum capacity for FSS for L = 1, 2, 4 is shown in Figure 12.10. The case for
single-path L = 1 represents a frequency-flat fading channel. We note that the performance
of FSS is only marginally better than the equivalent flat-fading channel case. We also remark
that FSS gains increase slightly with increasing number of multi-paths.

Another benefit of FSS relative to NFSS is lower transmission delays when a user does
not necessarily need transmission over the whole bandwidth. This may be the case for small
packets transmission. A snapshot of frequency-selective fading for four users is shown in
Figure 12.11. In the case of NFSS, user-1 experiencing the overall better channel over the
whole bandwidth will be selected for transmission. This means that the remaining users will
have to wait for an opportunity in the future time slots. In the case of slow-moving UEs,
the channel changes slowly in time resulting in larger durations between channel peaks. This
would lead to larger average transmission delays. However, in the case of FSS, a user can
be scheduled over part of the frequency band where it experiences an upfade even though its
average SNR over the whole bandwidth is not the largest. For example, user-4 experiences an

Figure 12.10. Frequency-selective scheduling gains for SNR = 0dB and different numbers of
multi-paths, L = 1, 2, 4.
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Figure 12.11. A snapshot of frequency-selective fading for four users.

average SNR (calculated over the whole frequency band) of 2.97 relative to 5.74 dB for user-1.
However, when SNR is calculated over subcarriers 1–30, user-4 experiences overall better
channel quality with an average SNR of 5.15 relative to 3.99 dB for user-1. This way user-4 can
be scheduled over subcarriers 1–30 while user-1 is scheduled over subcarriers 31–128.The FSS
scheme thus allows simultaneous transmission to multiple users in frequency multiplexing
mode without degrading scheduling performance. If multiple frequency-multiplexed users
were scheduled simultaneously in the NFSS scheme, scheduling performance would degrade
as the users are not scheduled at their peak locations in the frequency domain.

12.3 Proportional fair scheduling

Let us first consider the time-domain scheduling such as is the case for the NFSS scheme. By
using proportional fair scheduling (PFS), eNB transmits to the user m∗ in the nth subframe [2]:

m∗ (n) = arg max
m=1,2,...,M

Rm (n)

Tm (n)
, (12.11)

where Rm (n) , m = 1, 2, . . . , M is the data rate for the mth user in the nth subframe. Also
Tm (n) is the average throughput for the mth user in a past window and is updated at each
subframe according to:

Tm (n + 1) =



(
1 − 1

tc

)
Tm (n)+

(
1
tc

)
Rm (n) m = m∗ (n)(

1 − 1
tc

)
Tm (n) m �= m∗ (n),

(12.12)
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where tc is window length that can be adjusted to maintain fairness over a predetermined time-
horizon. We note that the PFS algorithm schedules a user when its channel quality is better than
its average channel quality condition over the time scale tc. A smaller value for tcmaintains
fairness over short time periods, which may be the case for delay-sensitive services. For larger
tc, throughput is averaged over longer periods, which means that the scheduler can afford to
wait longer before scheduling a user at its peak. We plot 1/T (n) as a function of time for
tc = 50, 100 and 200 subframes in Figure 12.12. We note that for smaller tc, 1/T (n) increases
faster as function of time improving the user’s priority for scheduling. As the scheduler has
little time to wait for peaks, a smaller value for tc will make the user scheduled at relatively
lower peaks reducing the scheduling gains.Alarger tc will allow the scheduler to wait for really
high peaks and therefore results in improved system throughput at the expense of increased
latency. The value of tc can therefore be selected to strike a balance between latency and
throughput.

For very large tc (approaching ∞), the PFS algorithm maximizes [2]:

M∑
m=1

log (Tm), (12.13)

where Tm is the long-term average throughput for user m. Also, log (Tm) can be interpreted
as the level of satisfaction or utility for user m. We can therefore define the PF algorithm in
terms of the system utility function:

U (n) =
M∑

m=1

log [Tm (n)]. (12.14)
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In this case, eNB transmits to the user m∗ in the nth subframe:

m∗ (n) = arg max
m=1,2,...,M

U (n + 1 |m ) , (12.15)

where

U (n + 1 |m ) =
M∑

m=1

log [Tm (n + 1 |m )], (12.16)

where Tm (n + 1|m) denotes Tm (n + 1) given that user m is scheduled is subframe n. There-
fore, the PF algorithm schedules a user in subframe n that gives the largest instantaneous
reward in the system utility function U (n).

Let us write the scheduling expression in a more general form as:

m∗ (n) = arg max
m=1,2,...,M

[Rm (n)]α

[Tm (n)]β
. (12.17)

For (α = 0,β = 1) this algorithm reduces to a round-robin scheduling serving all users
equally with no regard to users’ channel quality or data rate R. On the other hand for
(α = 1,β = 0) the algorithm schedules a user with the best channel conditions ignoring the
user throughputs. This may be fine if all the users have the same average channel quality. But
in a cellular system, the difference between average SINR of good and weak users can be as
large as 20 dB. This would mean that peaks of the weak users may never overcome the channel
quality experienced by good users and hence weak users may never be scheduled. While this
scheme will maximize system throughput, the major drawback is the unfairness with weak
users experiencing very low throughputs or no transmission opportunities at all. Obviously,
a PF scheduler with (α = 1,β = 1) strikes a balance between fairness and throughput in
the system. Other values of α and β can be used to achieve a desired fairness and system
throughput tradeoff.

We have discussed the PFS algorithm in the context of time-domain scheduling. This
algorithm can easily be extended to take into account frequency-selective scheduling for the
OFDMAand SC-FDMAsystems. Furthermore, spatial domain channel variations can be taken
into account for time-frequency and spatial scheduling in MU-MIMO or SDMA schemes.

12.4 Link adaptation

We noted that the role of PF scheduling is to perform transmission to a user when its instanta-
neous channel conditions are better than its average channel condition. The scheduler therefore
picks the time, frequency and spatial resources to be used for a user’s transmission. The objec-
tive of link adaptation is to match the transmission parameters such as modulation and coding
(MCS) scheme as well as MIMO transmission rank and precoding to the channel conditions
on resources allocated by the scheduler.

12.4.1 Frequency-dependent modulation adaptation

A frequency-dependent modulation adaptation scheme can be employed in OFDMA systems.
In localized transmission, channel quality can vary significantly over the scheduled bandwidth
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Figure 12.13. Link adaptation schemes with various degrees of frequency-domain adaptation.

when a user is allocated a bandwidth larger than the channel coherence bandwidth. In case of
distributed transmissions, the transmission is generally spread over a larger bandwidth leading
to channel quality variations over the allocated resources.

We can consider three types of link adaptation scheme with various degrees of frequency-
domain adaptation as shown in Figure 12.13. In the first scheme referred to as frequency-
dependent modulation and frequency-dependent (FD) coding, both modulation and coding
can be adapted in the frequency domain. This scheme can be expected to provide the highest
performance as both modulation and coding can be closely matched to the observed channel
conditions. The drawback of this scheme, however, is increased overhead because informa-
tion blocks transmitted using different modulation and coding schemes (MCS) need to be
separately coded and MCS information needs to be signaled to the receiver.

In the second scheme modulation is frequency dependent while coding is common
across the scheduled bandwidth. This scheme has relatively lower overhead because only
frequency-dependent modulation information needs to be signaled to the receiver. However,
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the performance of this scheme is also expected to degrade relative to the first scheme as
only modulation can be matched to the observed channel conditions. In the third scheme, a
common modulation and coding is used across the scheduled bandwidth. This scheme has
the lowest signaling overhead as a single MCS value for the whole bandwidth needs to be
signaled to the receiver.

The schemes with modulation adaptation only or both modulation and coding adaptation are
expected to provide some performance gain relative to a scheme where both modulation and
coding are selected to match the average channel conditions over the scheduled bandwidth.
However, these gains are limited for various reasons as described below.

• With frequency-selective scheduling, a user is scheduled on frequency resources where
it experiences upfades, which reduces the channel quality variation across the sched-
uled resources. This is because extreme downfades are avoided in frequency-selective
scheduling. The reduced variation across the allocated resources also reduces gains due to
frequency-dependent modulation and coding.

• Similarly, when receive diversity is employed, the frequency-domain variations of the com-
bined signal reduces which also reduces gains due to frequency-dependent modulation and
coding. It should be noted that receive diversity also reduces frequency-selective scheduling
gains as the tail of the SINR distribution becomes lighter.

• Even when a common modulation and coding is used across the allocated resource blocks,
the channel coding and interleaving is performed across all of the resource blocks. This
reduces the impact of non-accurate modulation and coding on certain resource blocks due
to frequency-independent modulation and coding.

• The frequency-dependent modulation and coding schemes rely on accurate frequency-
selective channel quality information.The performance of frequency-dependent modulation
and coding schemes is more sensitive to channel quality errors due to measurement inac-
curacies, feedback delays and transmission errors. Therefore, under imperfect channel
quality information, the gains of frequency-dependent modulation and coding schemes
would further reduce.

For reasons of increased signaling overhead and little potential for performance gains from
frequency dependent modulation and coding, the LTE system uses common modulation and
coding across the scheduled resource blocks. However, modulation and coding adaptation
is permitted in the time domain across subframes and also in the spatial domain for multi-
codeword (MCW) MIMO transmission. In addition, different users scheduled on different
resource blocks in the same subframe can use different modulation and coding. This is because
channel qualities of different users can be vastly different due not only to fast fading but also
to user location and slow fading effects. We would also like to point out that for uplink SC-
FDMA, all the modulation symbols experience similar SINR due to FFT-precoding.Therefore,
frequency-dependent modulation and coding schemes cannot be envisaged for the SC-FDMA
uplink. However, frequency-selective scheduling can still be used in the SC-FDMA uplink
because different users still experience different channel qualities on different parts of the
bandwidth in a frequency-selective channel.

12.4.2 LA based on channel frequency-selectivity

An important aspect to consider in the design of a good modulation and coding rate set for
link adaptation is the modulation switching points i.e. at what coding rate the next higher
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level (or lower level) of modulation should be used. The answer may be simple if all the
modulations symbols within a codeblock transmission experience the same channel gain. This
is, for example, the case for uplink SC-FDMA based transmissions in both frequency-flat and
frequency-selective channels. This is also the case for OFDM for single-path frequency-flat
channels. In this case, the modulation switching points can be optimized based on an AWGN
channel because of the static nature of the channel over the time-frequency resources used
for the codeblock transmission. With a short subframe duration of 1 ms in the LTE system,
the channel is expected to be quasi-static in time for low to medium speeds that are of most
interest. However, multi-path channels can be highly frequency selective resulting in different
channel gains for symbols transmitted on different OFDM subcarriers. This will be particularly
true for distributed-mode transmissions where the codeblock symbols are preferably spread
over a larger bandwidth to maximize the frequency diversity benefit. Also, as pointed out
earlier, the codeblock symbols channel gains or SINR variance are expected to be smaller for
frequency-selective multi-user scheduling in localized mode. Also, when a user is scheduled
over a contiguous set of resource blocks, the channel gains tend to be correlated according to
the channel coherence bandwidth.

We can therefore expect that the codeblock symbol SINR variance can differ between
localized and distributed transmission. In general, when the codeblock symbol SINR variance
is smaller, it is expected that modulation switching to the next higher modulation level would
happen at a relatively higher coding rate. This is due to the fact that the majority of the symbols
contribute to successful decoding of the codeblock because all symbols have SINR within a
small range. On the other hand, for transmission over a highly frequency-selective channel,
modulation switching to the next higher level of modulation should happen at a relatively
lower coding rate. This is explained by the fact that with large symbol SINR variance, some
of the modulation symbols experience very low SINR and therefore are unable to make a
significant contribution to decoding. Therefore, the resulting coding rate experienced by the
decoder becomes higher resulting in a penalty in the coding gain. In this case, it may be
preferable to use a stronger code while using a higher order modulation. In short, switching
to a higher order modulation can be expected to happen at a relatively higher coding rate for
localized transmission or for cases with low SINR variations. Similarly, switching happens at a
relatively lower coding rate for distributed transmission or for cases with high SINR variations.

Moreover, the symbol SINR variance can be even smaller for distributed transmission for
smaller system bandwidths of 1.4 MHz and 3.0 MHz that experience relatively smaller fre-
quency selectivity for a given channel scenario. We know that channel coherence bandwidth is
determined by channel delay spread. The channel delay spread is dependent upon the deploy-
ment scenario and multi-path environment. For a given channel delay spread, the code block
symbol SINR is going to be more correlated for smaller bandwidths than for larger bandwidths.
This is because the smaller bandwidths may only cover a few coherence bandwidths while
larger bandwidths can span many more coherence bandwidths. In other cases, a single path
fading or Rician Channel (LOS) may also occur in some cases in macro-cell deployments
resulting in a non-frequency-selective channel. Also, small femtocell indoor deployments
exhibit typical path delay of the order of hundreds of nanoseconds (coherence bandwidth of
the order of 10 MHz) exhibiting flat-fading for bandwidths up to 10 MHz. Therefore, optimal
modulation switching points can also vary depending upon the system bandwidth and channel
environment, etc.

The link performance of QPSK with 2/3 coding rate and 16-QAM with 1/3 coding rate
is evaluated under both a frequency-flat fading channel and six paths frequency-selective
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Figure 12.14. QPSK and 16-QAM link performance in frequency-flat and frequency-selective fading
channels.

Typical Urban (TU) channel in Figure 12.14. It should be noted that QPSK with 2/3 coding
rate and 16-QAM with 1/3 coding rate are equivalent as both schemes provide 3 b/s/Hz
spectral efficiency. We note that QPSK with 2/3 coding rate outperforms 16-QAM by about
1 dB under single-path frequency-flat fading channel while 16-QAM with 1/3 coding rate has
a 1 dB advantage in the TU channel. This result suggests that one can use QSPK modulation
with a higher code rate in a flat-fading channel and can switch to 16-QAM with a lower code
rate in a frequency-selective fading channel to maximize system performance.

In order to support channel frequency-selectivity-based link adaptation, the LTE system
provides modulation overlap around switching points as given in the modulation and coding
scheme (MCS) (Table 12.1) for downlink data transmissions. We note that MCS indices
IMCS = 9, 10 are mapped to the same transport block size (TBS) IMCS = 9 resulting in the
same data rate. However, IMCS = 9 corresponds to QPSK modulation while IMCS = 10
corresponds to a 16-QAM modulation. Similarly, MCS indices IMCS = 16, 17 correspond to
16-QAM and 64-QAM modulation while being mapped to the same TBS index of ITBS = 15
providing the same data rate or spectral efficiency.

The transport block size is determined implicity from the TBS index and the number of
resource blocks allocated to the UE. For 29 ≤ IMCS ≤ 31, the TBS is assumed to be as deter-
mined from the previous scheduling grant for the same transport block using 0 ≤ IMCS ≤ 28.
This allows for modulation adaptation on hybrid ARQ retransmission with IMCS = 29, 30, 31
indicating QPSK, 16-QAM and 64-QAM modulation respectively.

The channel frequency-selectivity-based link adaptation does not apply in the uplink as
the channel gain experienced by all the modulation symbols is the same due to SC-FDMA.
However, a modulation overlap is defined at the switching points as indicated by IMCS = 10, 11
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Table 12.1. Modulation and TBS index for
downlink.

MCS index
IMCS

Modulation order
Qm

TBS index
ITBS

0 2 0
1 2 1
2 2 2
3 2 3
4 2 4
5 2 5
6 2 6
7 2 7
8 2 8
9 2 9

10 4 9
11 4 10
12 4 11
13 4 12
14 4 13
15 4 14
16 4 15
17 6 15
18 6 16
19 6 17
20 6 18
21 6 19
22 6 20
23 6 21
24 6 22
25 6 23
26 6 24
27 6 25
28 6 26
29 2
30 4 reserved
31 6

and IMCS = 20, 21 in Table 12.2. It should be noted that in the uplink the MCS index IMCS

not only indicates modulation but also the hybrid ARQ redundancy version. When the hybrid
ARQ redundancy version of 1, 2 or 3 is indicated by using IMCS = 29, 30, 31 respectively,
the modulation order is assumed to be the one indicated in the initial grant. When modulation
is explicitly indicated by using 0 ≤ IMCS < 29, the hybrid ARQ redundancy version is
always zero.

12.5 Hybrid ARQ

The term Hybrid ARQ is used to describe any combined FEC+ARQ scheme in which
unsuccessful attempts are used in FEC decoding instead of being discarded.
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Table 12.2. Modulation, TBS index and redundancy version for uplink.

MCS index
IMCS

Modulation order
Qm

TBS index
ITBS

Redundancy version
rvidx

0 2 0 0
1 2 1 0
2 2 2 0
3 2 3 0
4 2 4 0
5 2 5 0
6 2 6 0
7 2 7 0
8 2 8 0
9 2 9 0

10 2 10 0
11 4 10 0
12 4 11 0
13 4 12 0
14 4 13 0
15 4 14 0
16 4 15 0
17 4 16 0
18 4 17 0
19 4 18 0
20 4 19 0
21 6 19 0
22 6 20 0
23 6 21 0
24 6 22 0
25 6 23 0
26 6 24 0
27 6 25 0
28 6 26 0
29 1
30 reserved 2
31 3

12.5.1 ARQ protocols

Automatic Repeat-reQuest (ARQ) is an error-control method for data transmission,
which makes use of acknowledgments and timeouts to achieve reliable data transmission.
An acknowledgment is a message sent by the receiver to the transmitter to indicate whether it
has correctly received a data frame or not. The ARQ protocols can be divided into three broad
categories namely stop-and-wait (SAW), Go-Back-N and selective repeat protocols.

Stop-and-wait ARQ is the simplest type of ARQ scheme. A stop-and-wait ARQ transmitter
sends one packet at a time. After sending a packet, the transmitter waits for acknowledgment
(ACK) or negative acknowledgment (NACK) and does not send any new packets until it
receives either an ACK or a NACK as shown in Figure 12.15. After successfully receiving a
packet, the receiver sends anACK signal. In case of a failed decoding of a packet, a NACK sig-
nal is sent. The transmitter sends a new packet after receiving anACK signal. If a NACK signal
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Figure 12.15. Stop-and-wait protocol.

is received, the transmitter retransmits the missing packet. It can be noted that the stop-and-wait
protocol requires the receiver to buffer at most one packet that is currently being decoded.

A problem with the stop-and-wait protocol, however, is high transmission delays. This is
because the transmitter has to wait for ACK/NACK feedback before proceeding with further
transmissions. These waiting times can be quite long due to transmission delays as well as
receiver processing times. In the LTE system, for example, the packet transmission time is
only one subframe (1 ms) while it requires a seven subframe duration (7 ms) waiting time
before the packet in error can be retransmitted using Hybrid ARQ. The major component of
processing time at the receiver is generally turbo decoding processing times.

The Go-Back-N ARQ protocol solves the waiting time problem associated with the stop-
and-wait protocol. In this case, the transmitter continues to send a number of packets specified
by a window size even without receiving an ACK from the receiver as shown in Figure 12.16.
When the transmitter receives a negative acknowledgment (NACK) for a missing packet, it
starts retransmitting packets starting from the missing packet. Similar to the stop-and-wait
protocol, Go-Back-N requires buffering of at most one packet at the receiver. Note that after
sending a NACK, the receiver ignores all subsequent packets until it receives retransmission
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Figure 12.16. Go-Back-N protocol.

for the missing packet. The drawback of the Go-Back-N approach is duplicate transmis-
sions as the transmitter retransmits some packets that are already successfully decoded at the
receiver.

In selective repeatARQ protocol, the sending process continues to send a number of packets
specified by a window size even after a packet loss as shown in Figure 12.17. Unlike Go-Back-
N, the receiving process will continue to accept and acknowledge packets sent after an initial
error. We note that the selective repeat ARQ protocol retransmits only the missing packets
and therefore avoids the duplicate transmissions problem of Go-Back-N. In addition, as the
packets can be sent continuously, unlike stop-and-wait, there is no waiting time problem.

The operation of transmit and receive windows in the selective repeat protocol is depicted in
Figure 12.18. The size of the sending and receiving windows is equal, and half the maximum
sequence number N . The sender moves its window for every packet that is acknowledged.
In the example of Figure 12.18, we assume that the receiver has successfully decoded packet
1 and therefore it moves its window forward by one packet and can accept a packet with
sequence number (N/2 + 1). However, the transmitter has not yet received acknowledgment
for packet 1 or negative acknowledgment for packet 2 and therefore it cannot transmit a
packet with sequence number (N/2 + 1). When the transmitter receives the acknowledgment
information from the receiver, it can also move its window one packet forward and therefore
can transmit a packet with sequence number (N/2 + 1). It can be noted that multiple packets
in the receiver window can be in error at a given time. When the selective repeat protocol
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is designed to provide in-sequence delivery of packets, the out-of-sequence packets, such as
is the case for packet 3 in Figure 12.18, are not delivered to the higher layers. The receiver
stores these packets in its buffer until in-sequence delivery can be made.

When sending acknowledgment information in the selective repeat protocol, the receiver
should include the sequence numbers of the packets that are successfully received or are
in error. A bitmap technique can also be used to provide ACK/NACK feedback with, for
example, a starting sequence number and bitmap indicating successful and erroneous packets.
In any case, the ACK/NACK overhead can be significant for large sequence numbers spaces
to support larger window sizes. Another drawback of the selective repeat protocol is that the
receiver needs to buffer a large number of packets.

12.5.2 N-channel stop-and-wait

The N-channel stop-and-wait protocol is a multi-channel variant of the stop-and-wait proto-
col and boasts some of the same benefits as the selective repeat protocol. Like the selective
repeat protocol, the sending process can continuously send a number of packets while avoid-
ing duplicate transmissions. An example of the N-channel stop-and-wait protocol is given
in Figure 12.19. Each channel within the N channels operates like a simple stop-and-wait
protocol. When the transmitter is waiting for acknowledgment on one SAW channel, it can
start transmission on the remaining SAW channels. The number of channels required for con-
tinuous transmission depends upon the round-trip time (RTT), which is defined as the period
from the time a packet is sent to the time when ACK or NACK is received at the transmitter.
When the number of SAW channels N is equal to RTT, a continuous transmission can be
guaranteed. A single-bit ACK/NACK indication is required on each SAW channel because
the timing of ACK/NACK relative to the packet transmission is pre-determined and fixed.
This avoids sending the packet sequence number in theACK/NACK. The maximum buffering
required for N -channel SAW is N packets.

The N-channel stop-and-wait protocol is used as the hybridARQ protocol in the LTE system
due to its desirable features of simplicity, low buffering requirement and low ACK/NACK
feedback overhead. It should be noted that buffering of the soft values of the coded bits
is required for hybrid ARQ, which is generally much larger than the buffering required for
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information packets. Also, the sequence numbers and ACK/NACK need to be carried on
separate physical channels, which is generally more costly than the data bits cost. This is
because data transmission benefits from many of the advanced techniques such as turbo
coding, scheduling, link adaptation and hybridARQ, which generally do not apply to physical
channels. For RLC (radio link control, see Chapter 2) retransmissions at layer 2, LTE employs
a selective repeat protocol. The sequence numbers and ACK/NACK overhead are less of a
concern for RLC as this information is generally carried in-band as part of the data packet. In
addition, RLC buffering is relatively small because only information bits need to be stored at
the layer 2 level.

12.5.3 Hybrid ARQ combining

The simplest form of hybrid ARQ shceme was proposed by Chase [5] in 1985. The Chase
combining involves the retransmission by the transmitter of the same coded data packet. The
decoder at the receiver combines these multiple copies of the transmitted packet.Another form
of hybridARQ combining is called incremental redundancy. In this scheme, instead of sending
simple repeats of the coded data packet, progressive parity packets are sent in each subsequent
transmission of the packet. The decoder then combines all the transmissions and decodes the
packet at a lower code rate. These two combining schemes have been extensively studied and
it is generally agreed that incremental redundancy can provide superior performance due to
coding gain at retransmissions. However, this gain comes at the expense of additional UE
complexity because the buffering required in the case of incremental redundancy is higher
than in the case of Chase combining. This is because redundant transmissions in the case of
incremental redundancy need to be buffered separately. In the case of Chase combining, the
combined output after receiving each retransmission can be stored and hence a larger number
of retransmissions does not necessarily mean larger buffering.

The LTE system supports both Chase combining and incremental redundancy by
introducing the hybrid ARQ soft buffer limitation concept as described in Chapter 11,
Section 11.7.3.

12.5.4 Scheduling control information

In the LTE system, the time-frequency resources can be allocated in either a persistent fashion
or a non-persistent fashion. The persistent allocation is used for applications with regular
packet arrivals such as is the case for the Voice-over-IP (VoIP) application. In persistent
allocation, the time-frequency resources over multiple subframes periods are allocated to a
UE in a semi-static fashion. In dynamic channel-sensitive scheduling, resources are allocated
on a subframe basis with a scheduling message sent with every downlink or uplink grant. The
scheduling grant carries various types of control fields as shown in Figure 12.20. The UE
ID indicates the UE (or group of UEs) for which the data transmission is intended. The new
data indicator (NDI) is used to indicate if a subblock belongs to a new packet transmission

UE ID Payload Mod. HARQ info.Resource
assign.

MIMO
info.NDI

Figure 12.20. Scheduling grant control message contents.
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or to retransmission for a previous packet. The resource assignment indicates which time-
frequency resource units are allocated to the UE.The modulation indicates one of the supported
modulations such as QPSK, 16-QAM or 64-QAM. The payload size or transport block size
gives the data information block size. This information can be derived from the modulation
and coding indication and number of allocated resource blocks. The hybrid ARQ information
consists of hybrid ARQ process number, redundancy version and new data indicator. The
MIMO control information includes information on transmission rank and precoding, etc.

12.5.5 Hybrid ARQ timing and adaptation

Based on retransmission timing and adaptation, hybrid ARQ schemes can be classified into
four categories namely synchronous non-adaptive, synchronous adaptive, asynchronous non-
adaptive and asynchronous adaptive as shown schematically in Figure 12.21. The synchronous
timing means that the retransmissions happen at fixed time intervals relative to the initial trans-
mission. In case of asynchronous timing, similar to initial transmission, retransmissions can
be scheduled at any time after a NACK signal is received. In the non-adaptive case, frequency
resource allocation, MCS and MIMO format, etc. are the same as the initial transmissions.With
adaptive HARQ, one or more of the retransmissions parameters such as frequency resource
allocation, MCS and MIMO format, etc. can be different from the original transmission.

An example of the N-channel stop-and-wait synchronous non-adaptive hybrid ARQ pro-
tocol is shown in Figure 12.22 for the case of N = 8. In the case of a synchronous HARQ
protocol, the retransmissions happen at fixed time intervals relative to the initial transmission.
With N = 8, if the first subblock (SB) is transmitted in time subframe #0, the first retrans-
mission attempt can only take place in subframe #8 and similarly the second retransmission
in subframe #16 as shown in Figure 12.22. One of the benefits of synchronous non-adaptive
HARQ is that the control information needs to be transmitted along with the first subblock
only. The control information is not transmitted with retransmitted subblocks as the timing
of the retransmissions is predetermined. However, a major drawback of synchronous non-
adaptive HARQ is that the retransmitted subblocks cannot be scheduled at time-frequency
resources experiencing good channel conditions at the time of retransmissions. Moreover,
the MCS and resource format cannot be adapted at the time of retransmission according to
the prevailing channel conditions. Another downside is that synchronous retransmissions can
potentially lead to conflicts with persistently allocated resources in which case either the
synchronous retransmission or the persistent transmission has to be dropped.

A synchronous adaptive hybrid ARQ protocol shown in Figure 12.23 allows one to change
the resource allocation and MCS information for retransmissions. Similar to the synchronous

Timing

HARQ

Synchronous Asynchronous

Adaptive Non-adaptive AdaptiveNon-adaptive Adaptation

Figure 12.21. Hybrid ARQ classification based on timing and adaptation.
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Figure 12.22. Synchronous non-adaptive hybrid ARQ.
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Figure 12.24. Asynchronous non-adaptive hybrid ARQ.

non-adaptive hybrid ARQ scheme, the retransmission timing is fixed. Since the resource
allocation, MCS and MIMO precoding can change for retransmissions, the control information
carrying these fields is sent with retransmission. It should be noted that the UE ID field
does not need to be carried with retransmission as this information can be derived from the
retransmission timing. The synchronous adaptive hybrid ARQ scheme thus allows scheduling
retransmissions at frequency resources experiencing good channel conditions at the time of the
retransmissions and hence recuperates some frequency-selective scheduling gains. In addition,
resource conflicts with persistent allocation can be avoided by scheduling retransmissions
around persistently allocated resources.

An asynchronous non-adaptive hybrid ARQ protocol allows scheduling retransmissions in
time as shown in Figure 12.24. In this case, resource allocation, MCS and MIMO formats kept
the same as the initial transmission. The control information carrying UE ID, hybrid ARQ
process and redundancy version is carried with retransmissions. The time-domain channel-
sensitive scheduling can be performed for retransmissions as these can be scheduled when the
prevailing channel quality is good. The resource conflicts with persistent allocations can be
avoided by scheduling retransmissions in time around persistent allocations. The drawback of
this scheme is limited flexibility as the retransmissions resource allocation, MCS and MIMO
formats cannot be adapted.

An asynchronous adaptive hybrid ARQ scheme [6] provides full flexibility for retrans-
missions adaptation as it treats hybrid ARQ retransmissions the same way as the original
transmissions as shown in Figure 12.25. Therefore, retransmission timing, resource allocation,
MCS and MIMO formats can all be adapted according to the prevailing channel and resource
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Figure 12.25. Asynchronous adaptive hybrid ARQ.

conditions at the time of retransmission. However, one major drawback of asynchronous and
adaptive HARQ is that the full control information needs to be sent with retransmissions. It
should be noted that control information in asynchronous adaptive HARQ needs to be trans-
mitted even if the timing, resource allocation, MCS and MIMO formats for retransmissions
are unchanged relative to the first transmission. This is because in asynchronous adaptive
hybrid ARQ, the receiver only tries to decode a packet when it receives control information
indicating the presence of a transmission.

Flexibility versus overhead trade off for various hybrid ARQ schemes is schematically
shown in Figure 12.26.As discussed, the synchronous non-adaptive scheme requires the lowest
overhead and provides the lowest flexibility. On the other hand, the asynchronous adaptive
scheme provides the same flexibility for retransmissions as the first transmission at the expense
of the largest overhead. The synchronous adaptive scheme and the asynchronous non-adaptive
scheme provide some flexibility such as avoiding resource conflicts with persistent allocations
with intermediate overhead. The overhead for the synchronous adaptive scheme is expected to
be larger than the asynchronous adaptive scheme as resource allocation generally contributes
the most to the total overhead. The synchronous non-adaptive scheme does not need to carry
the UE ID with retransmissions. However, the UE ID is generally carried as part of the CRC
by, for example, masking of the CRC with the UE ID. Therefore, the overhead required for
the synchronous adaptive scheme is only marginally smaller than the full overhead in the AA
hybrid ARQ scheme.
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Figure 12.26. Flexibility versus control overhead trade off for various hybrid ARQ schemes.

12.5.6 Low overhead AA hybrid ARQ schemes

We noted that control information in asynchronous adaptive (AA) HARQ needs to be trans-
mitted even if the timing, resource allocation, MCS and MIMO formats for retransmissions
are unchanged relative to the original transmission. A straightforward way to reduce the
overhead would be to send control information only if one or more of the timing, resource
allocation, MCS and MIMO formats needs to be changed at the time of retransmission. This
allows avoiding transmission of the control information when the retransmitted subblocks
are sent in a synchronous and non-adaptive fashion. However, when retransmitted subblocks
need to be sent in an asynchronous or adaptive fashion, control information accompanies
the retransmitted subblocks. In this way the control information is only transmitted when
necessary.

An example of such a low overhead asynchronous adaptive HARQ scheme is given in
Figure 12.27. For illustration, we assumed hybrid ARQ RTT of four subframes and hence a
maximum of four hybrid ARQ processes. In this example, the first subblock is transmitted
in subframe #0. The control information is always transmitted along with the first subblock.
However, the retransmission of the second subblock is delayed until subframe #11. The UE
always tries to receive the retransmitted subblocks under the assumption of synchronous
retransmissions. In this case, the receiver expects a retransmission of SB2 in subframe #4.
Therefore, the receiver assumes that SB2 is transmitted in subframe #4. Since the transmitter
has preempted the transmission of SB2 with transmission X to another UE, the UE expect-
ing SB2 has no way of knowing if the transmission in subframe #4 is SB2 or some other
transmission. Similarly, in subframe #8, the UE expects transmission of SB3 but the trans-
mitter has performed another transmission Y to probably another UE. The receiver tries to
decode the information packet by combining SB1 and X after receiving X in subframe #5
and by combining SB1 with X and Y after receiving a transmission in subframe #8. The
decoding obviously fails because the receiver is combining the wrong subblocks. After three
unsuccessful decoding attempts, first in subframe #0, second in subframe #4 and third in sub-
frame #8, the receiver waits for transmission of SB4 in subframe #12. However, in subframe
#11, the receiver decodes a control signal indicating transmission of SB2. Upon receiving
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Figure 12.27. A low-overhead asynchronous adaptive hybrid ARQ scheme.

this control information, the receiver knows that transmissions in subframe #4 and subframe
#8 were not for it and therefore it discards X and Y. In subframe #11, the receiver tries to
decode the information packet by combining SB1 and SB2 only. The decoding fails and a
retransmission of SB3 is now performed in a synchronous manner in subframe #15. In this
case, no control information is transmitted along with SB3. After receiving SB3 in subframe
#15, the receiver combines SB1, SB2 and SB3 and successfully decodes the information
packet.

When the retransmission timing, resource allocation, MCS and MIMO formats are the same
as the original transmission, the low-overhead AA hybrid ARQ scheme operates in a similar
way to the synchronous non-adaptive scheme as shown in Figure 12.28.

In the low overhead AA hybrid ARQ approach, the UE always buffers the subblocks that
are received along with the control information. This is because there is no confusion about
the subblocks that are received along with the control information. However, on reception
of an asynchronous retransmission, the UE discards the transmissions that are received at
synchronous timing without control information. This is because reception of an asynchronous
retransmission indicates preemption of previous subblocks to the UE on the same hybridARQ
process at synchronous timing that are actually transmissions to other UEs. However, it is also
possible to indicate via control with asynchronous retransmission after a preemption how many
of the previous synchronous retransmissions are valid. Since the UE needs to buffer all the
received subblocks separately, the buffering required in the low overhead AA hybrid ARQ
scheme can be larger than in the conventional AA hybrid ARQ scheme. This is because in
the conventional AA hybrid ARQ scheme when the retransmitted subblocks are repetitions
of the previous subblocks, the UE can combine (chase combining) these subblocks and store
a single combined subblock. In the case of incremental redundancy (IR) based hybrid ARQ,
subblocks need to be stored separately even in the conventional AA hybrid ARQ scheme.

In addition, in the low overhead AA hybrid ARQ scheme, the number of NACKs may
increase because when retransmissions to a UE are preempted, the UE tries to combine the
wrong information and therefore sends a NACK signal. A possible solution to this problem
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is to code the NACK signal with no energy (‘OFF’) transmissions while an ACK is coded
with an ‘ON’ signal. In the case when a packet transmission is not preempted, the transmitter
interprets the absence of energy on theACK/NACK signal as an indication of a NACK signal.
This way additional NACKs from a preempted UE do not cause any overhead. A drawback
of such an ON/OFF signaling is that it requires 3 dB higher energy for an ACK relative to
a binary ACK/NACK signaling. However, for a NACK signal, ON/OFF signaling does not
require any energy while binary ACK/NACK signaling requires the same energy for NACKs
as for ACKs. In situations where the fraction of ACKs and NACKs is similar, both ON/OFF
and binary ACK/NACK signaling leads to a similar overhead. In cases where the fraction
of ACKs is higher than NACKs, binary signaling requires a lesser overhead than ON/OFF
signaling. The higher energy requirement for ON/OFF signaling is a peak power limitation
and coverage argument rather than average overhead concern.

A relative control overhead comparison for synchronous non-adaptive hybrid ARQ, AA
HARQ and low overhead AA HARQ is given in Figure 12.29. The relative control overhead
is shown as a function of preemption or retransmission adaptation probability.The overhead for
synchronous non-adaptive HARQ is normalized and assumed as one indicating single control
transmission per information block irrespective of the number of retransmission attempts.
Also, we assume that synchronous non-adaptive hybrid ARQ requires no indication of the
hybrid ARQ process number and also no NDI. The case with preemption or retransmission
adaptation probability of zero corresponds to synchronous non-adaptive hybridARQ operation
of low overhead AA HARQ. In this case, the overhead is only 1.1 times that of synchronous
non-adaptive hybrid ARQ due to the hybrid ARQ process number and NDI that is transmitted
in low overhead AA hybrid ARQ. The case with preemption or retransmission adaptation
probability of one corresponds to conventional AA hybrid ARQ. This indicates the case that
even if there is no preemption or retransmission adaptation in AA hybrid ARQ, the control
information is sent with every retransmission. For example, if the average number of hybrid
ARQ transmissions per packet is two, the overhead due to AA hybrid ARQ is 2.2 times that
of synchronous non-adaptive hybrid ARQ. This accounts for approximately 10% additional
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Figure 12.29. Control overhead comparison for various hybrid ARQ schemes.

overhead due to hybrid ARQ process number and NDI as well as an average of two control
transmissions per information block.

The control overhead due to low overhead AA hybrid ARQ depends upon the operat-
ing scenario in terms of probability of preemption or adaptation of retransmissions as shown
in Figure 12.29. In low overhead AA hybrid ARQ, the scheduling information is only sent
when needed due to change in retransmission parameters such as timing, resource allocation,
MCS or MIMO formats, etc. When the retransmission parameters do not change, there is no
need to send the control information. As an example when the average number of hybrid ARQ
transmissions per information packet is 1.8 and the probability of preemption or retransmis-
sion adaptation is 0.2, the overhead due to low overhead AA hybrid ARQ scheme is only
1.28 times the synchronous non-adaptive hybrid ARQ overhead. For the same preemption or
retransmission adaptation probability, the overhead due to conventional AA hybrid ARQ is
1.98 times the synchronous non-adaptive hybrid ARQ overhead. This represents a saving of
45% in overhead with the low overhead AA hybrid ARQ scheme relative to the conventional
AA hybrid ARQ scheme.

12.5.7 Hybrid ARQ for MIMO

For single-user MIMO operation in the downlink, the LTE system supports a maximum of
four MIMO layers in a 4 × 4 antenna configuration (see Chapter 7). However, the maxi-
mum number of codewords is limited to two. Link adaptation and hybrid ARQ are performed
independently on each of the codewords. This means that transport block size, modulation
and coding information is signaled for each of the codewords in the downlink. Similarly,
ACK/NACK feedback in the uplink is provided for the two codewords. The maximum num-
ber of codewords was limited to two to strike a balance between MIMO gains due to successive
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interference cancellation (SIC) and the signaling overhead. Codeword to layer mapping in the
LTE system is shown in Figure 12.30. MIMO rank refers to the number of MIMO layers sup-
ported at given time-frequency resources. Since hybrid ARQ is performed independently on
the two codewords each codeword is split into its own subblocks for hybrid ARQ incremental
retransmissions as is also depicted in Figure 12.30.

Figure 12.31 depicts two codewords transmission for rank-2 MIMO using the synchronous
non-adaptive hybridARQ scheme. We assume that CW1 is transmitted on layer-1 and CW2 on
layer-2. When one of the codewords succeeds while the other one fails, the synchronous non-
adaptive hybrid ARQ scheme leads to layer blanking. This is because no control information
is sent with retransmissions and hence a new transport block transmission cannot be initiated
on the layer with successful codeword. With an AA hybrid ARQ scheme, a new transport
block transmission can be initiated on the layer with successful codeword thus making full
utilization of spatial resources at all times.
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Another issue with the synchronous non-adaptive hybrid ARQ scheme in the context of
multi-codeword MIMO transmissions is its inability to efficiently handle situations where
MIMO rank changes between original transmissions and retransmissions as depicted in
Figure 12.32. For example, when MIMO rank changes from two codewords transmission
to a single codeword transmission, transmission of the second codeword needs to be aborted
as only a single codeword can be transmitted. The transmission of the second codeword can
be continued after successful transmission of the first codeword. However, this will increase
the codeword transmission delays.Another possibility would be to completely abort the trans-
mission of the second codeword and start on a new hybrid ARQ process. This would degrade
the system throughput because previously received hybrid ARQ subblocks for the second
codeword are discarded. In this case, when rank changes from single codeword transmissions
to one that can support two codewords transmission, MIMO layer blanking occurs resulting
in efficiencies in spatial resource utilization. It can be noted that both of these problems can
be avoided if the AA hybrid ARQ scheme is used.

Yet another issue with the synchronous non-adaptive hybrid ARQ scheme is that of persis-
tent interference as illustrated in Figure 12.33. This situation happens when two beams in two
neighboring cells targeted for UEs in the own cell collide on initial transmission. On beam
collision, each of the two UEs experience high interference and transmissions to both UEs
are likely to fail. The problem arises when synchronous non-adaptive hybrid ARQ retrans-
missions are performed because both beams collide again. This is because with synchronous
non-adaptive hybridARQ, the retransmission time, resource and MIMO precoding is the same
as the original transmission. As beams keep on colliding on retransmissions in a persistent
fashion, the transport blocks at both UEs may not be recovered even after the maximum
number of hybrid ARQ retransmission attempts are made triggering higher layer retransmis-
sion. In the case of AA hybrid ARQ, timing, resource allocation or precoding is likely to
change during the course of multiple retransmissions attempts, which can avoid persistent
interference.
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due to beam collision

Figure 12.33. An illustration of the persistent interference issue with synchronous non-adaptive
hybrid ARQ.

12.6 Hybrid ARQ in the LTE system

The LTE system employs incremental redundancy (IR) based hybrid ARQ with Chase com-
bining as a special case of IR. In regard to timing and adaptivity, asynchronous adaptive (AA)
hybrid ARQ is used in the downlink while synchronous adaptive hybrid ARQ is supported
in the uplink. The new data indicator (NDI) field in the uplink scheduling grant is used to
indicate if the grant is for an adaptive retransmission of a previous transmission or grant for
a new transport block transmission. If the uplink scheduling assignment is received with the
NDI bit toggled, this means that eNB is scheduling a new uplink transmission. On the other
hand, if NDI is not toggled, this indicates adaptive retransmission of the previous transmission
attempt. Moreover, if no uplink scheduling assignment is received while an ACK is received
on the PHICH, this indicates successful transmission of the uplink transport block. It should
be noted that the LTE system does not support MIMO in the uplink and therefore synchronous
hybrid ARQ problems regarding multi-codeword MIMO do not exist.

12.6.1 Number of hybrid ARQ processes

The buffering and delays in the N-channel stop-and-wait protocol are directly proportional to
the number of SAW channels also referred to as hybrid ARQ processes. The number of hybrid
ARQ processes NHARQ is given as:

NHARQ =
⌈(

2Tp + Tsb + Tuep + Tack + Tnbp
)

Tsb

⌉
, (12.18)

where Tp is the propagation time between eNB and the UE, Tsb subblock transmission time,
Tuep UE processing time including the decoding times, Tack ACK/NACK transmission time
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Figure 12.34. Stop-and-wait hybrid ARQ round-trip time (RTT).

and finally Tnbp eNB processing time. The relationship between these parameters is shown in
Figure 12.34.

Since buffering and delay increase with increasing number of hybrid ARQ processes it is
desirable to keep the number of hybrid ARQ processes to a minimum. The propagation time
for cell sizes of most interest is generally much smaller than the subblock transmission and
processing times and therefore can be neglected. A smaller subblock transmission time Tsb

generally requires a larger overhead. This is because the smaller the subblock transmission
time, the smaller the amount of information that can be carried in a transport block. This
means a larger number of transport blocks each with corresponding control information needs
to be transmitted to carry a given amount of application layer data. The subblock transmission
time in the LTE system is one subframe (1 ms) which was selected as a compromise between
latency and signaling overhead.

The UE processing time Tuep represents the total amount of time required to process and
decode the subblock. A major component of UE processing time is turbo decoding delays
for supporting peak data rates that exceeds 100 Mb/s in the LTE system. The UE complexity
increases for smaller Tuep and therefore the value for UE processing time is selected as a
compromise between complexity and latency.

The ACK/NACK transmission time Tack is the time period over which the hybrid ARQ
acknowledgment or negative acknowledgment feedback is transmitted. For reliability reasons,
Tack cannot be very short. This is because the shorter the ACK/NACK transmission time the
smaller the amount of ACK/NACK signal energy for a given transmit power. Since the UE
transmit power is generally small relative to eNB, the required ACK/NACK reliability can
limit the uplink coverage for short Tack. In the LTE system, the ACK/NACK transmission
time is assumed equal to one subframe (1 ms).

The eNB processing time Tnbp accounts for the time required by the eNB to decode
ACK/NACK and also the time required for the scheduling decision for new transport blocks.
In the LTE system, both the UE and the eNB processing times Tuep and Tnbp are selected equal
to three subframes (3 ms).

By using the values for hybrid ARQ RTT parameters in Table 12.3, the number of hybrid
ARQ processes in the LTE system is calculated as:

NHARQ =
⌈
(0 + 1 + 3 + 1 + 3)

1

⌉
= 8. (12.19)

With eight hybrid ARQ processes and RTT parameters in Table 12.3, an ACK/NACK
response for a subblock received in subframe n is transmitted in subframe n + 4 as shown
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Table 12.3. Hybrid ARQ RTT parameters for the LTE
system.

Parameter Symbol Value

Propagation time Tp Negligible
Subblock transmission time Tsb 1 ms
UE processing time Tuep 3 ms
ACK transmission time Tack 1 ms
eNB processing time Tnbp 3 ms
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Figure 12.35. An illustration of a hybrid ARQ process in the LTE system.
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Figure 12.36. MIMO codeword swapping on hybrid ARQ retransmissions.

in Figure 12.35. The number of hybrid processes in both the uplink and the downlink is the
same. For AA hybrid ARQ in the downlink, a 3-bit hybrid ARQ process identifier is carried
in the downlink control information to indicate one of the eight processes.

12.6.2 MIMO codeword swapping

MIMO codeword swapping on hybrid ARQ retransmissions is enabled by a 1-bit hybrid ARQ
flag in the downlink control information as shown in Figure 12.36. This approach allows both
codewords to experience similar channel conditions after the hybrid ARQ retransmission.
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12.7 Summary

The LTE system employs channel-sensitive scheduling, link adaptation and hybrid ARQ for
enhanced performance in fast-fading environments. While the channel-sensitive scheduler
selects a user experiencing good channel conditions on given time, frequency and spatial
resources, link adaptation is used to adapt the transmissions format including modulation and
coding (MCS) as well as MIMO rank and precoding to the current channel conditions on the
allocated resources. Both channel sensitive scheduling and link adaptation rely on availability
of accurate channel quality information at the eNB. In a practical situation, accurate channel
quality knowledge is not feasible due to various reasons that include channel quality measure-
ment errors, errors due to channel quality feedback delays, interference variations and channel
quality information transmission errors.Ahybrid automatic repeat-request (ARQ) mechanism
allows one to correct errors in link adaptation by incremental redundancy transmission in the
case of packet errors. This way, transmission data rates do not need to be reduced to account
for channel quality estimation and prediction errors.

For reasons of increased signaling overhead and little potential for performance gains
from frequency-dependent modulation and coding adaptation, the LTE system uses common
modulation and coding across the scheduled resource blocks. However, for multi-codeword
MIMO transmission, modulation and coding adaptation per codeword is supported.

The LTE system employs incremental redundancy (IR) based hybrid ARQ with chase
combining as a special case of IR. In regard to timing and adaptivity, asynchronous adaptive
(AA) hybrid ARQ is used in the downlink and synchronous adaptive hybrid ARQ in the
uplink. Since the LTE system does not support MIMO in the uplink the problem regarding
multi-codeword MIMO in synchronous hybridARQ does not exist.The hybridARQ round-trip
time equals eight subframes (8 ms) that accounts for 3 ms processing for each of eNB and UE.
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The goal of power control is to transmit at the right amount of power needed to support a certain
data rate. Too much power generates unnecessary interference, while too little power results
in an increased error rate requiring retransmissions and hence resulting in larger transmission
delays and lower throughputs. In a WCDMA system, power control is important particularly
in the uplink to avoid the near–far problem. This is because the uplink transmissions are non-
orthogonal and very high signal levels from cell-center UEs can overwhelm the weak signals
received from cell-edge UEs. Therefore, a very elaborate power control mechanism based on
the fast closed-loop principle is used in the WCDMA system. Similarly, power control is used
for the downlink of WCDMA systems to support the fixed rate delay-sensitive voice service.
However, for high-speed data transmission in WCDMA/HSPA systems, transmissions are
generally performed at full power and link adaptation is preferably used to match the data rate
to the channel conditions.

The LTE uplink uses orthogonal SC-FDMA access and hence the near–far problem of
WCDMA does not exist. However, high levels of interference from neighboring cells can still
limit the uplink coverage if UEs in the neighboring cells are not power controlled. The cellular
systems are generally coverage limited in the uplink due to limited UE transmit power. The
increased levels of interference from neighboring cells increase Interference over Thermal
(IoT) limiting coverage at the desired cell. Therefore, uplink power control is beneficial in an
orthogonal uplink access as well. However, the power control mechanism does not need to be
as elaborate as in the case of WCDMAbecause intra-cell interference is not an issue in the SC-
FDMAuplink. In general, at least compensating for path-loss and shadowing on a slow basis is
seen as necessary. By performing the slow power control scheme on each UE uplink transmis-
sion power, the average inter-cell interference level received at the eNB is effectively reduced.

In the downlink, the LTE system uses dedicated control signaling with some degree of
link adaptation for uplink and downlink scheduling assignments. The power levels on the
dedicated control channels can also be adjusted based on the channel conditions of the UE
addressed in the scheduling grant. A simple power allocation based on downlink channel
quality feedback from the UE is generally sufficient. Similarly, for the delay-sensitive VoIP
(Voice over Internet Protocol) service, a combination of link adaptation and power control is
used. The transmissions for high-speed data traffic are performed at the peak power. However,
in order to provide inter-cell interference coordination (ICIC), different power levels can be
allocated on different resource blocks in a semi-static fashion.

13.1 Uplink power control

For the LTE uplink, an event-based combined open-loop and closed-loop power control algo-
rithm is employed. The scheme is referred to as event based because, unlike the WCDMA
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system, transmit power control commands (TPC) do not need to be transmitted at regular
intervals. The uplink power control determines the average power over an SC-FDMA symbol
in which the physical channel is transmitted. The uplink power control adjusts the transmit
power of the different uplink physical channels.

13.1.1 PUSCH power control

The setting of the UE transmit power PPUSCH for the physical uplink shared channel (PUSCH)
transmission in subframe i is defined by:

PPUSCH(i) = min {PMAX, PPUSCH−CALC (i)}, (13.1)

where PMAX is the maximum allowed power that depends on the UE power class.
PPUSCH-CALC (i) is the calculated power in subframe i and is given as:

PCALC (i) = 10 log10 [MPUSCH(i)] + PO_PUSCH(j)+ α · PL +�TF(i)+ f (i) dBm,
(13.2)

where MPUSCH(i) is the size of the PUSCH resource assignment expressed as the number
of resource blocks valid for subframe i. The transmit power is increased proportional to
MPUSCH(i) in order to assure the same power spectral density irrespective of the number of
resource blocks allocated for uplink transmission. PL is the downlink path-loss estimated
at the UE. A scaling α of the path-loss allows one to account for the uplink/downlink
path-loss mismatch due to feeder losses and other deployment aspects. The values α ∈
{0, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1} are indicated using a 3-bit cell-specific parameter given
by higher layers.

The PUSCH power offset PO_PUSCH( j) is given as:

PO_PUSCH( j) = PO_NOMINAL_PUSCH( j)+ PO_UE_PUSCH( j), (13.3)

where PO_NOMINAL_PUSCH( j) is the cell-specific nominal component signaled from higher
layers for j = 0, 1 in the range of [−126, 24] dBm with 1 dB increments. PO_UE_PUSCH( j) is
a UE-specific component configured by RRC for j = 0, 1 in the range of [−8, 7] dB with
1 dB resolution. j = 0 for PUSCH (re)transmissions corresponding to a configured scheduling
grant. j = 1 for PUSCH (re)transmissions corresponding to a received PDCCH with DCI for-
mat 0 associated with a new packet transmission. PO_NOMINAL_PUSCH( j) and PO_UE_PUSCH( j)
are signaled by using eight and four bits signaling respectively.

The modulation and coding scheme (MCS) or transport format (TF) compensation �TF(i)
is defined as:

�TF (i) =
{

10 log10

(
2MPR(i)·KS − 1

)
, KS = 1.25

0 KS = 0,
(13.4)
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where KS is a cell specific parameter given by RRC. MPR(i) is given as:

MPR(i) = TBS(i)

MPUSCH(i) · N RB
sc ·

(
2N UL

symb

) , (13.5)

where TBS(i) is the transport block size for subframe i. The denominator in (13.5) represents
the number of resource elements used for PUSCH transmission in subframe i. N RB

sc = 12 is
the number of subcarriers per resource block and 2N UL

symb is the number of SC-FDMAsymbols
in a subframe. Therefore MPR(i) is effectively the spectral efficiency representing the number
of information bits transmitted per resource element. A larger value of MPR(i)means a larger
�TF and hence a larger transmit power PPUSCH for PUSCH transmission. We note that larger
spectral efficiency means use of higher coding rate and/or higher order modulation which
requires larger transmit power than the case of a stronger code and a lower order modulation.

We note that when KS = 0, no MCS compensation is performed. When MCS compensation
is performed KS = 1.25 → 1

KS
= 0.8. This means only 80% of the uplink resource elements are

assumed for MCS compensation. This is to account for the uplink resource elements used for
the uplink reference signal and other uplink control information punctured on to the PUSCH.
The effective spectral efficiency assumed for power control purposes is then MPR(i) × KS

as indicated in (13.4). The term
(
2MPR(i)·KS − 1

)
in (13.4) is simply the spectral efficiency

translated into SNR using Shannon’s channel capacity formula:

C = log2 (1 + SNR) → SNR = 2C − 1. (13.6)

The current PUSCH power control adjustment state is given by f (i) which is defined by:

f (i) = f (i − 1)+ δPUSCH(i − 4), f (0) = 0, (13.7)

where δPUSCH is a UE specific correction value, also referred to as a TPC command, and is
included in PDCCH in the downlink. δPUSCH(i − 4) indicates correction signaled on PDCCH
in subframe (i − 4)which represents four subframes delay between receiving a TPC command
and when it is applied for uplink power adjustment. δPUSCH = 0 dB for a subframe where
no TPC command is decoded or where DRX occurs. The δPUSCH dB accumulated values
signaled on PDCCH with DCI format 0 are [−1, 0, 1, 3]. The δPUSCH dB accumulated values
signaled on PDCCH with DCI format 3/3Aare one of [−1, 1] or [−1, 0, 1, 3] as semi-statically
configured by higher layers.

We note from (13.7) that power-up and power-down commands are accumulated even when
the UE has reached maximum power or minimum power respectively. The power-up does not
affect the transmission power when the UE has reached maximum transmit power PMAX as
indicated by (13.1). A drawback of accumulating power-up commands when a UE is already
transmitting at maximum power is that it might take a long time to reduce the output power
once this is needed. This happens when a UE is transmitting at peak power for some time and
receives and accumulates several power-up commands, and then either the path-gain rapidly
improves (e.g. due to corner effects) or the scheduled bandwidth is reduced so that the power
is sufficient to reach (and exceed) the target. In order to mitigate this problem the positive or
power-up TPC commands are not accumulated when the maximum power has been reached,
that is:

f (i) = f (i − 1)+ min{0, δPUSCH(i − 4)}, (13.8)



332 Power control

when

PMAX ≤ 10 log10 [MPUSCH(i)] + PO_PUSCH( j)+ α · PL +�TF(i)+ f (i − 1). (13.9)

Note that negativeTPC commands are still accumulated when the maximum power has been
reached. Similarly, If UE has reached minimum power, negative TPC commands are not
accumulated. Moreover, the accumulation is reset, f (i) = 0, when a UE changes cell, a UE
enters or leaves RRC active state, a UE resynchronizes with the system after synchronization
loss, a UE receives PO_UE_PUSCH( j) and when an absoluteTPC command is received.TheTPC
commands accumulation is reset on cell-change because different cells may have different
uplink/downlink path-loss mismatch due to feeder losses and other deployment aspects.

In addition to TPC command accumulation, absolute power adjustments are also supported.
The type of correction (accumulation or current absolute) is a UE specific parameter that is
given by RRC. In the case of absolute correction, f (i) is updated as:

f (i) = δPUSCH(i − 4), (13.10)

where δPUSCH(i − 4) represents adjustment as signaled on PDCCH in subframe (i − 4). The
δPUSCH dB absolute values signaled on PDCCH with DCI format 0 are [−4,−1, 1, 4]. Also,
f (i) = f (i − 1) for a subframe where no PDCCH with DCI format 0 is decoded or where
DRX occurs.

13.1.2 Uplink power headroom

The power headroom report is transmitted using L2/L3 signaling in the same subframe that it
refers to. The UE power headroom PH valid for subframe i is defined by:

PH(i) = (PMAX − PPUSCH(i)) dB, (13.11)

where PMAX is the maximum allowed power that depends on the UE power class and
PPUSCH(i) is given by (13.1). The power headroom is rounded to the closest value in the
−40 to −23 dB range with steps of 1 dB and is delivered by the physical layer to higher
layers. A total of 64 power headroom values require 6-bits signaling.

13.1.3 PUCCH power control

The setting of the UE transmit power PPUCCH for the physical uplink control channel (PUCCH)
transmission in subframe i is defined by:

PPUCCH(i) = min {PMAX, PPUCCH−CALC (i)}, (13.12)

where PMAX is the maximum allowed power that depends on the UE power class and
PPUCCH-CALC (i) is the calculated PUCCH power in subframe i and is given as:

PPUCCH−CALC (i) = PO_PUCCH + PL +�F_PUCCH (F)+ g(i) dBm, (13.13)
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where values of �F_PUCCH(F ) for each PUCCH transport format are given by RRC. Each
2-bit signaled value of �F_PUCCH(F ) corresponds to a PUCCH transport format relative to
PUCCH format 0. PO_PUCCH is given as:

PO_PUCCH = PO_NOMINAL_PUCCH + PO_UE_PUCCH, (13.14)

where PO_NOMINAL_PUCCH is a 5-bit cell specific parameter provided by higher layers with
1 dB resolution in the range of [−127, −96] dBm and PO_UE_PUCCH is a 4-bit UE specific
component configured by RRC in the range of [−8, 7] dB with 1 dB resolution.

g(i)is updated as:

g(i) = g(i − 1)+ δPUCCH(i − 4), g(0) = 0. (13.15)

δPUCCH is a UE specific correction value, also referred to as a TPC command, included in
a PDCCH with DCI format 1A/1/2 or sent jointly coded with other UE specific PUCCH
correction values on a PDCCH with DCI format 3/3A. When the UE is in DRX or no PDDCH
with a TPC command is received δPUCCH is set to zero, that is δPUCCH = 0. The δPUCCH dB
values signaled on PDCCH with DCI format 1A/1/2 are [−1, 0, 1, 3]. The δPUCCH dB values
signaled on PDCCH with DCI format 3/3A are [−1, 1] or [−1, 0, 1, 3] as semi-statically
configured by higher layers.

Similar to PUSCH power control, positive TPC commands are not accumulated when a UE
has reached the maximum power and negative TPC commands are not accumulated when a
UE has reached the minimum power. The TPC command accumulation is reset under similar
conditions as in the case of PUSCH power control.

13.1.4 SRS power control

The sounding reference signal (SRS) is mainly used for uplink channel quality measurements
for channel sensitive scheduling. The UE transmit power for sounding reference signal PSRS

transmitted in subframe i is defined by:

PSRS(i) = min {PMAX, PSRS-CALC (i)}, (13.16)

where PMAX is the maximum allowed power that depends on the UE power class and
PSRS-CALC (i) is the calculated SRS power in subframe i and is given as:

PSRS-CALC (i) = PSRS_OFFSET + 10 log10(MSRS)+ PO_PUSCH( j)+ α · PL + f (i) dBm,
(13.17)

where MSRS is the bandwidth of the SRS transmission in subframe i expressed in number
of resource blocks. The transmit power is increased proportional to SRS bandwidth MSRS in
order to assure the same power spectral density irrespective of the SRS bandwidth used.
PO_PUSCH( j) is defined in Section 13.1.1 and f (i) is the current power control adjustment
state for the PUSCH as given in Section 13.1.1. PSRS_OFFSET represents SRS power offset and
its values are given in Table 13.1. The PSRS_OFFSET is semi-statically configured by higher
layers in a UE-specific manner using a 4-bit indicator.
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Table 13.1. SRS power offset
PSRS_OFFSET values [dB].

SRS power offset [dB]
PSRS_OFFSET

KS = 1.25 KS = 0

0 −3 −10.5
1 −2 −9
2 −1 −7.5
3 0 −6
4 1 −4.5
5 2 −3
6 3 −1.5
7 4 0
8 5 1.5
9 6 3

10 7 4.5
11 8 6
12 9 7.5
13 10 9
14 11 10.5
15 12 12

13.2 Downlink power control

Unlike the uplink power control, there is no explicit feedback from the UEs to control the
eNB transmit power for the downlink power control. The power levels for dedicated control
channels such as PDCCH and PHICH can be determined based on downlink channel quality
feedback from the UEs. The downlink channel quality feedback is provided by the UEs to
support channel sensitive scheduling in the downlink. Therefore, the downlink transmit power
control is fundamentally a power allocation scheme rather than a power control scheme. Since
the control channels transmissions are spread over the whole system bandwidth, wideband
channel quality information is used to determine the power levels for these control channels.
It should be noted that various channel quality feedback formats are supported and wideband
channel quality is always present in all the feedback formats to enable power control for the
downlink control channels.

The downlink power control determines the energy per resource element (EPRE) prior to
cyclic prefix insertion. The EPRE also denotes the average energy taken over all constella-
tion points for the modulation scheme applied. The eNB determines the downlink transmit
energy per resource element. A UE may assume the downlink reference symbol EPRE is con-
stant across the downlink system bandwidth and constant across all subframes until different
reference signal power information is received.

13.2.1 Downlink power imbalance

Let us first discuss the downlink power imbalance issue that arises due to TDM/FDM mul-
tiplexing of downlink reference signals within a subframe. An example of reference signals
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Figure 13.1. Mapping of downlink reference signals in OFDM symbol 0 and 1, l = 0, 1.

transmission over six subcarriers within the first three OFDM symbols from each of the four
antenna ports is shown in Figure 13.1. It can be noted that the power available from each
antenna port for subcarriers other than the reference signals varies from OFDM symbol to
OFDM symbol as the reference signals are not transmitted in all the OFDM symbols. If the
energy per resource element (EPRE) has to be kept constant on all the antenna ports in all
the OFDM symbols, total power is used inefficiently because power level is limited to the
minimum power level available from a given antenna port even though other ports may have
extra power available.

Let us first consider the case of a single antenna port where the spatial-domain power
imbalance issue does not occur. In this case, there is no a power imbalance issue as long as the
reference signal power relative to data power is not boosted. However, if the reference signal
power is boosted, less power is available on data resource elements in the OFDM symbols
containing the reference signals. This is because when the reference signals power is boosted
in OFDM symbols containing reference signals, this power comes from the data resource
elements in the same OFDM symbol. Therefore, the data resource elements transmitted in
OFDM symbols containing reference signals will have less power available than the resource
elements not containing any reference signals. This creates a power imbalance issue across
OFDM symbols. Similarly, for the case of two antenna ports, the power imbalance issue only
happens in the time domain when reference signals are not boosted. However, for the case
of four antenna ports, the time-domain power imbalance issue happens even when reference
signals are not boosted. This is because reference signals for antenna ports p = 0, 1 and
antenna ports p = 2, 3 are carried in different OFDM symbols.

Since higher order modulation such as 16-QAM and 64-QAM assumes fixed traffic to
reference signal power ratio in all the resource elements varying power levels across OFDM
symbols affects demodulation performance.Asolution to fully utilize the transmit power and to
keep the power constant across all OFDM symbols could be to puncture some data subcarriers
in OFDM symbols containing reference signals. This means that when the reference signal is
boosted, the data resource element from which the power is borrowed is left blank without any
transmission. However, this approach results in the waste of subcarrier resources affecting
system performance.
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Let us assume the four antenna ports SFBC-FSTD transmission scheme to demonstrate the
spatial and time-domain power imbalance and the benefit of non-constant EPRE among
different transmit antennas. The transmission matrix of the SFBC-FSTD scheme described in
Chapter 6 is given by:

T =




S1 −S∗
2 0 0

0 0 S3 −S∗
4

S2 S∗
1 0 0

0 0 S4 S∗
3


 . (13.18)

We further denote the nominal PSD on each resource element (RE) by a. Then in the
absence of reference signal power boosting, each reference symbol will have a power of 2a.
This is because an OFDM symbol contains reference signals for two antenna ports and each
antenna leaves the REs used by the other antenna for reference signals as blank. Therefore,
each reference signal symbol can use two times the power. Furthermore, without loss of
generality we assume a case where each data resource element also has a power of 2a. This is
assuming the SFBC-FSTD scheme where each antenna transmits on two resource elements
out of a total of four resource elements as indicated by the transmit matrix in (13.18) and also
illustrated in Figure 13.2, with a focus on the first OFDM symbol. According to the constant
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Table 13.2. Non-constant data to reference signal power ratio without reference signal boosting.

l ∈ {0, 4, 7, 11} l ∈ {1, 8} l ∈ {2, 3, 5, 6, 9, 10, 12, 13}

p ∈ {0, 1} 2a

2a

3a

2a

2a

2a

p ∈ {2, 3} 3a

2a

2a

2a

2a

2a

EPRE assumption, all data resource elements on all antenna ports and all OFDM symbols
have to use a power of 2a. However, we note that this constant-EPRE requirement results in
a power waste of 4a on the third and fourth transmit antenna ports in the first OFDM symbol.
This power loss can be avoided if we simply allow the transmission power of each resource
element to increase from 2a to 3a on the third and fourth transmit antenna ports in the first
OFDM symbol.

To clearly see how the power of each resource element changes when we deviate from
the constant EPRE assumption, we summarize the data to reference signal power ratios for
resource elements on different transmit antenna ports and in different OFDM symbols within
a subframe, see Table 13.2. The OFDM symbols l ∈ {0, 4, 7, 11} contain reference signals for
antenna port 0 and antenna port 1 ( p = 0, 1). The OFDM symbols l ∈ {1, 8} contain reference
signals for antenna port 2 and antenna port 3 ( p = 2, 3). In contrast, all entries would have
been 2a

2a in this four-antenna-ports SFBC-FSTD scheme if we had stayed with the constant
EPRE assumption. Therefore, allowing different powers in the spatial domain across antenna
ports can improve the total eNB power utilization.

We proceed to consider the case where the Node-B decides to boost the reference signal
power by 3 dB to 4a, up from the 2a in the previous example. With the constant EPRE
assumption, reference signal power boosting is achieved by puncturing several data or control
REs as illustrated in Figure 13.3. Again, the focus is on OFDM symbol number 0, l = 0. It
is clear that data puncturing results in loss of both resource elements and transmit power in
some antenna port and OFDM symbol combinations. Instead of data/control RE puncturing,
if we are allowed to vary the power scaling of each antenna and OFDM symbol combination,
then we arrive at the alternative solution shown in Figure 13.4.

The resource element power assignments for each antenna port and OFDM symbol combi-
nation for the reference signal boosting with non-constant EPRE are summarized inTable 13.3.
We note that full eNB power from all the transmit antennas across all the OFDM symbols can
be used if non-constant EPRE is allowed.

13.2.2 Downlink power allocation

In the current release of the LTE system, power imbalance is only allowed in the time domain
across OFDM symbols. The EPRE is kept constant in the spatial-domain across antenna
ports. Two PDSCH to reference signal EPRE ratios are defined, one for the OFDM symbols
containing reference signals and the other for the OFDM symbols not containing any reference
signals.

For each UE, the PDSCH to reference signal EPRE ratio among PDSCH REs in all the
OFDM symbols not containing the reference signal is equal and is denoted by ρA. The UE may
assume that for 16-QAM or 64-QAM and also for rank two or greater spatial multiplexing as
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Figure 13.3. Reference signal power boosting by data/control puncturing.

well as for PDSCH transmissions:

ρA = PA + δpower-offset, (13.19)

where δpower-offset is 0 dB for all transmission modes except multi-user MIMO where it takes
two values of 0 or −3 dB (see Chapter 7, Section 7.6.2). PA is a UE specific semi-static
parameter signaled by higher layers in the range of [3, 2, 1, 0, −1, −2, −3, −6] dB using
3-bits. For each UE, the PDSCH to reference signal EPRE ratio among PDSCH REs in all the
OFDM symbols containing RS is equal and is denoted by ρB. The cell-specific ratio ρB/ρA

is given by Table 13.4 according to the cell-specific parameter PB signaled by higher layers
and the number of cell-specific antenna ports configured at eNB.

For the MBSFN transmissions using PMCH with 16-QAM or 64-QAM, the UE may assume
that the PMCH reference signal EPRE ratio is equal to 0 dB. This means that reference signal
boosting is not supported for the MBSFN transmissions.

13.2.3 eNB power restrictions

The eNB power restrictions enable inter-cell interference coordination (ICIC) and load balanc-
ing (see Chapter 16). The interference experienced by a cell from a neighboring cell depends
upon the neighbor cell’s transmit power. Without ICIC, the transmit power spectral density is
generally constant over the whole system bandwidth. In case of ICIC, however, the transmit
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Figure 13.4. Reference signal power boosting by non-constant EPRE. No puncturing of data/control
necessary.

Table 13.3. Non-constant data to reference signal power ratio with reference signal
boosting.

l ∈ {0, 4, 7, 11} l ∈ {1, 8} l ∈ {2, 3, 5, 6, 9, 10, 12, 13}

p ∈ {0, 1} a

4a

3a

4a

2a

4a

p ∈ {2, 3} 3a

4a

a

4a

2a

4a

power is increased on certain parts of the frequency while it is decreased on certain other parts
of the frequency. Note that the total eNB transmit power is fixed. Therefore, if power spectral
density is increased on part of the bandwidth, less power is available for the remaining part of
the bandwidth. The intention of power restrictions is to coordinate interference among cells in
the frequency domain to increase throughput at the cell edges. In particular, neighboring cells
may preferably schedule users in distinct sets of physical resource blocks to avoid mutual
interference.

Transmissions to users located at the cell edge require larger transmit power than trans-
missions to users at the cell center. Therefore, the transmissions to users at the cell edge also
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Table 13.4. Ratio of PDSCH to reference
signal EPRE in symbols with and without
reference symbols for P = 1, 2, 4 cell
specific antenna ports.

ρB/ρA

PB P = 1 P = 2, 4

0 1 5/4
1 4/5 1
2 3/5 3/4
3 2/5 1/2

cause more interference to the neighboring cells and are also prone to increased interference
from the neighboring cells. The transmissions to users at the cell center with reduced power
cause less interference to the neighboring cells in the physical resource blocks used for these
users.

A relative narrowband TX power (RNTP) indication is defined for exchange over the inter-
eNB X2 interface. The determination of reported RNTP X2 indicator bitmap RNTP(nPRB) is
defined as follows:

RNTP(nPRB) =




0 if
EA(nPRB)

E( p)
max _nom

≤ RNTPthreshold

1 if no promise about the upper limit of
EA(nPRB)

E( p)
max _nom

is made,

(13.20)

where EA(nPRB) is the maximum intended EPRE of UE-specific PDSCH REs in OFDM sym-
bols not containing RS in this physical resource block on antenna port p in the considered
future time interval. nPRB = 0, . . . ,

(
N DL

RB − 1
)

is the physical resource block number. The
values for RNTP threshold RNTPthreshold are:

RNTPthreshold ∈
{−∞, −11, −10, −9, −8, −7, . . .
−6, −5, −4, −3, −2, −1, 0, +1, +2, +3

}
dB. (13.21)

The threshold value −∞ is used to indicate that the eNB intends not to use certain physical
resource blocks for UE-specific PDSCH transmission at all.

The nominal power spectral density E( p)
max _nom in (13.20) is given as:

E( p)
max _nom = P( p)

max(
N DL

RB ×�f × N RB
SC

) , (13.22)

where P( p)
max is the eNB maximum output power and the denominator is total system band-

width. An example of X2 indicator bitmap RNTP(nPRB) for the case of 10 physical resource
blocks is depicted in Figure 13.5. We assumed that EA(nPRB)

E( p)
max _nom

> RNTPthreshold for resource

blocks numbered nPRB = 0, 1, 2, 7 while EA(nPRB)

E( p)
max _nom

< RNTPthreshold for the remaining physical

resource blocks. The indicator bitmap RNTP(nPRB) of size N DL
RB and the 4-bit RNTP threshold
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Figure 13.5. An example of X2 indicator bitmap RNTP(nPRB) for NDL
RB = 10.

RNTPthreshold is exchanged in a single message on the X2 interface to provide the complete
information.

13.3 Summary

The uplink power control in the LTE system is event driven in the sense that regular transmit
power control (TPC) commands are not transmitted. The TPC commands for uplink power
control are transmitted on the downlink PDCCH. The UE attempts to decode PDCCH for-
mats containing TPC commands in every subframe. The power control mechanism itself is a
combination of open-loop and closed-loop power control. Two types of uplink power adjust-
ments namely accumulated and absolute power corrections are supported. The type of power
adjustment is UE-specific and can be configured by RRC in a semi-static fashion.

In the downlink, dynamic power control is applied to dedicated control channels addressed
to a single UE or a group of UEs. No feedback of TPC commands is provided on the uplink
and power allocation is based on the downlink channel quality feedback from the UEs. Differ-
ent power levels can be allocated to different resource blocks used for data transmission in a
semi-static way to support inter-cell interference coordination (ICIC). Moreover, two different
power levels can be used on OFDM symbols used for data transmission within a subframe to
improve eNB power utilization. This is because the available power for data resource elements
is different between OFDM symbols containing reference signals and OFDM symbols con-
taining no reference signals. However, different power levels across antenna ports to resolve
the spatial-domain power imbalance issue are not permitted.
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The LTE system supports fast dynamic scheduling on a per subframe basis to exploit gains
from channel-sensitive scheduling. Moreover, advanced techniques such as link adaptation,
hybrid ARQ and MIMO are employed to meet the performance goals. A set of physical
control channels are defined in both the uplink and the downlink to enable the operation of
these techniques. In order to support channel sensitive scheduling and link adaptation in the
downlink, the UEs measure and report their channel quality information back to the eNB.
Similarly, for downlink hybrid ARQ operation, the hybrid ARQ ACK/NACK feedback from
the UE is provided in the uplink.

Two types of feedback information are required for MIMO operation, the first is MIMO
rank information and the second is preferred precoding information. It is well known that
even when a system supports N × N MIMO, rank-N or N MIMO layers transmission is
not always beneficial. The MIMO channel experienced by a UE generally limits the max-
imum rank that can be used for transmission. In general, for weak users in the system, a
lower rank transmission is preferred over a higher rank transmission. This is because at low
SINR, the capacity is power limited and not degree-of-freedom limited and therefore multiple
layers transmission is not helpful. Moreover, when the antennas are correlated, the channel
matrix is rank deficient leading to a single layer or rank-1 transmission. Therefore, the sys-
tem should support a variable number of MIMO layers transmission to maximize gains from
MIMO. In order to support rank adaptation, the channel rank information needs to be provided
to the eNB.

In a closed-loop MIMO system, the knowledge of channel state information at the transmit-
ter can help improve overall system throughput. This is because with channel state information
available, eNB can select transmit antenna weights that maximize the received signal at the
UE. In a TDD system, the channel state information can be derived based on uplink sig-
nal transmissions thanks to channel reciprocity. However, in an FDD system, the UE needs
to feedback the channel state information to the eNB. In order to reduce the channel state
information feedback overhead, the channel state is generally quantized by using a precoding
codebook. The UE then selects a preferred precoder from the codebook that matches to the
observed channel condition. This information on this preferred precoder is reported back to
the eNB.

Another important aspect for uplink signaling design is the amount of feedback overhead
required. In an OFDM system, multiple feedback reports each covering a frequency subband
are required to exploit frequency-selective multi-user scheduling gains. The introduction of
multiple MIMO layers further increases the feedback overhead as the channel quality infor-
mation for each subband now needs to be reported for each MIMO codeword separately. In
order to keep the feedback overhead low, differential encoding of channel quality is supported
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for both subband channel quality and MIMO codeword channel quality feedback. In addition,
multiple feedback modes are supported, each tailored to a particular transmission mode to
match the feedback format to the transmission scheme. For example, when transmit diversity
is used, the information on precoding is not required. Similarly, spatial differential CQI only
needs to be provided when two codewords MIMO is configured and the rank is greater than
one. The specification of multiple feedback formats help to keep the feedback overhead low
at the expense of increased system complexity.

14.1 Data control multiplexing

With a frequency-multiplexing-based uplink access scheme as SC-FDMA, it is natural to
think of frequency-multiplexing for control and data transmitted from a single UE. The
frequency-multiplexing approach offers numerous advantages relative to a TDM approach
such as power balancing between control and data transmissions. A higher power spectral
density can be allowed on the control frequencies than the data frequencies thus improving
the system coverage. It should be noted that the system coverage is generally limited by
uplink and particularly by uplink control transmission. The power-balancing scheme in the
FDM approach is similar to code-multiplexing in a WCDMA system that allows using differ-
ent power levels on different codes transmitted. A drawback of the frequency-multiplexing
approach, however, is that it violates the single-carrier property of SC-FDMA.

The time multiplexing of data and control retains the single carrier property, which allows
one to maintain low PAPR/CM. However, a major drawback of time-multiplexing approach
is that power cannot be shared between control and data. In the TDM approach, the data and
control is time-multiplexed at the input of DFT as shown in Figure 14.1. In order to make the
control reliable in power-limited situations when a UE reaches its maximum transmit power,
the information needs to be repeated in time resulting in a waste of system resources. This is
because if power cannot be increased, the transmission time needs to be increased to be able
to transmit certain energy.

In the FDM data/control multiplexing approach, different power gains can be used on
subcarriers belonging to data and control as shown in Figure 14.2. In general, multiple types
of control information with different error requirements need to be transmitted on the uplink.
For example, hybrid ARQ ACK/NACK feedback generally has a lower error rate requirement

FFT
(M)

IFFT
(N)

Data

P/S AddCP DAC/RF P
A

Transmit antenna

TDMControl1

Control2

Figure 14.1. Time-division multiplexing of data control.
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Figure 14.2. Frequency division multiplexing of data control.

than the channel quality information. The FDM approach further allows one to control power
on different types of control information to meet the error requirements. It should be noted
that if different power gains are used on control and data information that is time-multiplexed
at the input of DFT as in Figure 14.1, the PAPR/CM of the time-domain signal at the output of
IDFT increases significantly. This is because DFT and IDFT operations partially cancel each
other and therefore the signal at the output of IDFT has characteristics of signal at the input
of DFT as discussed in Chapter 4.

We analyze the PAPR performance of the FDM approach in Figure 14.3. We assumed an
IFFT size of 512 and FFT precoding size of 64 (M1 = 64) for data. Furthermore, we assumed
FFT precoding size of 4 (M2 = 4) for both controls 1 and 2. We also assumed that the power
spectral density of the control subcarriers is 10 dB higher than the data subcarriers. The overall
scenario can be seen as a worst case, where two types of control are transmitted in parallel
with data with a large difference in transmit power. The PAPR performance for this scenario
is plotted in Figure 14.3. We also show the e−x reference curve, which represents the PAPR
for an OFDM scheme (see Chapter 5). We note that the FDM of data and control increases
PAPR with a higher increase when both controls 1 and 2 are frequency-multiplexed with
data. However, we note that even after the increase, the PAPR at the 0.1% point is more
than 1 dB better than OFDMA PAPR. Similarly, the cubic metric (CM) for SC-FDMA with
frequency-multiplexed control 1 and control 2 is approximately 0.9 dB better than OFDMA.
We should point out that the relative increase in PAPR due to FDM would be smaller when
more bandwidth is allocated to data or when data uses higher-order modulations such as 16-
QAM. Moreover, when the difference in control and data transmit power is relatively smaller,
the increase in PAPR/CM is also smaller.

Both the TDM and FDM data/control multiplexing approaches were studied for the LTE
system. The scheme finally adopted in the standard includes both FDM and TDM components.
However, the FDM approach is only used when there is no uplink data transmission from a
UE. This means that control from one UE can be frequency-multiplexed with data or control
from other UEs. However, in the presence of uplink data transmission from a UE, the control
is time-multiplexed at the input of DFT. The FDM control is transmitted using a standalone
physical layer control channel referred to as the physical uplink control channel (PUCCH).
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Figure 14.3. PAPR performance for frequency division multiplexing of data control.

In the presence of both control and data, the control is multiplexed on the same bandwidth as
allocated for data on the uplink data channel referred to as the physical uplink shared channel
(PUSCH).

Another question that arises for uplink control transmission is where to place the control in
the frequency domain. A simple answer would be to distribute control over a larger bandwidth
to exploit frequency diversity. However, another constraint arising from keeping the single-
carrier property of SC-FDMA is that data allocations need to be contiguous in frequency. The
distribution of control in the whole bandwidth would mean that data allocations would be
fragmented with some subcarriers scattered in the band for control information transmission.
This would mean an increase in data PAPR/CM when data transmissions happen on non-
contiguous frequency resources as pointed out in Chapter 5. In order to address this issue, the
PUCCH carrying control information is transmitted at the two edges of the allocated band-
width as shown in Figure 14.4. Moreover, the PUCCH is hopped from one edge in the first
slot within a subframe to the other frequency edge in the second slot within a subframe. The
hopping approach allows one to capture some frequency-diversity while making a contigu-
ous bandwidth available for data in the middle of the band in both the time slots within a
subframe.

14.2 Control signaling contents

14.2.1 Channel quality indication

ACQI index is defined in terms of a channel coding rate value and modulation scheme (QPSK,
16-QAM, 64-QAM) as given in Table 14.1. In addition to 4-bit absolute CQI indices, three
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Figure 14.4. PUCCH multiplexing.

Table 14.1. 4-bit CQI table.

CQI index Modulation Coding rate
Efficiency
[b/s/Hz]

0 Out of range
1 QPSK 78/1024 0.1523
2 QPSK 120/1024 0.2344
3 QPSK 193/1024 0.3770
4 QPSK 308/1024 0.6016
5 QPSK 449/1024 0.8770
6 QPSK 602/1024 1.1758
7 16 QAM 378/1024 1.4766
8 16 QAM 490/1024 1.9141
9 16 QAM 616/1024 2.4063
10 64 QAM 466/1024 2.7305
11 64 QAM 567/1024 3.3223
12 64 QAM 666/1024 3.9023
13 64 QAM 772/1024 4.5234
14 64 QAM 873/1024 5.1152
15 64 QAM 948/1024 5.5547

differential CQI values are defined to reduce the CQI signaling overhead. In the case of two
codewords MIMO, 3-bit spatial differential CQI represents the difference between CQI value
for codeword 1 and CQI value for codeword 2 as:

CQIDiff -spatial = CQICW1 − CQICW2. (14.1)

The set of CQIDiff -spatial values is {−4, −3, −2, −1, 0, +1, +2, +3}. The subband CQIs for
each codeword are also encoded differentially with respect to their respective wideband CQI
using 2 bits as defined by:

CQIDiff -sb (i) = CQIsb (i)− CQIWB. (14.2)
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The set of possible subband differential CQI values is {−2, 0, +1, +2}. We note that two
values are used to represent subband CQIs larger than the wideband CQI (+1 and +2) while
only a single value (−2) is used to represent a subband CQI lower than the wideband CQI.
This means that subband upfades are quantized with higher granularity than the subband
downfades. When a proportional-fair scheduler is used for frequency-selective channel sen-
sitive scheduling, a UE is more likely to be scheduled on subbands experiencing upfades than
the subbands experiencing downfades. Quantizing subband upfades with higher granularity
results in more accurate CQI estimates for the scheduled subbands.

The CQI value for the M selected subbands for each codeword is encoded differentially
using 2 bits relative to the respective wideband CQI as:

CQIDiff -M = CQavg-M − CQIWB. (14.3)

The possible differential CQI CQIDiff -M values are {+1, +2, +3, +4}. It should be noted
that when best-M subbands are selected, the average CQI on these subbands is always larger
than the wideband CQI, which is averaged over a larger bandwidth.

We will note that a UE always reports the wideband CQI even when it selects a subset of
subbands. This is because wideband CQI is required for setting the power levels for downlink
control channels that are transmitted in a frequency diverse transmission format over the
wideband to exploit frequency diversity.

14.2.2 Rank and precoding indication

The precoding codebooks for two and four antenna ports are given in Tables 14.2 and 14.3
respectively. The codebook for the two-antenna ports is based on a DFT matrix, while the
codebook for the four-antenna ports is based on the Householder principle (see Chapter 7,
Section 7.4.2). The MIMO transmission rank can be either one or two for the case of two-
antenna ports requiring single-bit rank indication (RI). The numbers of precoders for the
two-antenna ports are four and two for rank-1 and rank-2 respectively.Therefore, the precoding
matrix indication (PMI) requires two bits for rank-1 and a single bit for rank-2.

Table 14.2. Codebook for transmission on
antenna ports {0, 1}.
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For the case of four antenna ports, the MIMO transmission rank can be one, two, three
or four requiring two bits rank indication. The number of precoders for each rank is 16 and
therefore requires four bits PMI indication.

14.2.3 Hybrid ARQ ACK/NACK

The uplink ACK/NACK provides feedback for downlink hybrid ARQ transmissions. A max-
imum of two codewords are transmitted in the downlink when the rank is greater than one for
MIMO spatial multiplexing. A single codeword is transmitted in all other cases. The hybrid
ARQACK/NACK is provided independently for each codeword. The number ofACK/NACK
bits are one and two for single codeword and two codewords hybrid ARQ transmission as
given in Table 14.4.

14.3 Periodic reporting

For uplink control information, both periodic and aperiodic reporting are supported. The
periodic reporting of CQI, PMI and RI is carried out using PUCCH while aperiodic reporting
is done on the PUSCH data channel as depicted in Figure 14.5. The reporting types supported
on PUCCH include wideband CQI and UE selected subband CQI. With aperiodic reporting on
PUSCH, in addition to wideband CQI and UE selected subband CQI, higher layer configured
subband CQI reporting is also supported.

In periodic reporting, a UE is semi-statically configured by higher layers in one of the
modes given in Table 14.5. The modes without any PMI namely mode 1–0 and mode 2–0 are
used for single transmit antenna port, transmit diversity and open-loop spatial multiplexing.
The two modes with a single PMI (mode 1–1 and mode 2–1) are used for closed-loop spatial

Table 14.4. Uplink ACK/NACK.

ACK bits Reporting mode

One-bit ACK/NACK
1 Codeword 0 positive acknowledgment (ACK)
0 Codeword 0 negative acknowledgment (NACK)

Two-bits ACK/NACK

11 Codeword 0 ACK codeword 1 ACK
10 Codeword 0 ACK codeword 1 NACK
01 Codeword 0 NACK codeword 1 ACK
00 Codeword 0 NACK codeword 1 NACK

Uplink feedback

Periodic
(PUCCH)

Aperiodic
(PUSCH)

Wideband reports
UE selected

subband reports Wideband reports
UE selected

subband reports
Higher layer

configured subband

Figure 14.5. Uplink reporting schemes.
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Table 14.5. Periodic CQI/PMI reporting modes.

PMI feedback Reporting mode

Wideband CQI
No PMI Mode 1–0
Single PMI Mode 1–1

UE selected subband CQI
No PMI Mode 2–0
Single PMI Mode 2–1

multiplexing. It should be noted that subband PMI is not supported with periodic reports on
PUCCH.

For the UE-selected subband CQI, a CQI report in a certain subframe describes the channel
quality in a particular part or in particular parts of the bandwidth referred to as bandwidth part
(BP) or parts. The number of subbands N is given as:

N = ⌈
N DL

RB /k
⌉

, (14.4)

where
⌊
N DL

RB /k
⌋

subbands are of size k . Also, if
⌈
N DL

RB /k
⌉ − ⌊

N DL
RB /k

⌋
> 0 then one of the

subbands is of size
(
N DL

RB − k · ⌊N DL
RB /k

⌋)
. A bandwidth part is frequency-consecutive and

consists of NJ subbands given as:

NJ =




⌈
N DL

RB

k

⌉
J = 1⌈

N DL
RB

J × k

⌉
or

⌊
N DL

RB

J × k

⌋
J > 1,

(14.5)

where J bandwidth parts span system bandwidth N DL
RB as given in Table 14.6. Each bandwidth

part j is scanned in sequential order according to increasing frequency as defined by:

j = NSF mod J , (14.6)

where NSF is a counter that a UE increments after each subband report transmission for the
bandwidth part. In case of UE selected subband feedback, a single subband out of NJ subbands
of a bandwidth part is selected as shown in Figure 14.6. The CQI for this subband is then
reported along with a corresponding L-bit label where L = ⌈

log2 NJ
⌉
.

In the case where RI and wideband CQI/PMI reporting are configured, RI and wide-
band CQI/PMI are time-multiplexed as shown in Figure 14.7. The RI reporting is done on a
slower basis with RI reporting interval as an integer multiple of wideband CQI/PMI period
with an offset applied. In Figure 14.7, the RI reporting is two times slower than CQI/PMI
reporting and an offset of one subframe is applied to RI reporting. In the case when RI,
wideband CQI/PMI and subband CQI reporting are configured, the same set of CQI reporting
instances is shared by both wideband CQI/PMI and subband CQI reports in a time-multiplexed
fashion.

The CQI and PMI payload sizes of each PUCCH reporting mode are given in Table 14.7. We
note that four CQI/PMI and RI reporting types with distinct periods and offsets are supported.

In the four reporting modes in Table 14.5, namely modes 1–0, 1–1, 2–0 and 2–2, RI feedback
is done in the same way. In the subframe where RI is reported, a UE determines a RI assuming
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Table 14.6. Subband size (k) and bandwidth parts (J ).

System bandwidth NDL
RB Subband size k (RBs) Bandwidth parts (J )

6–7 Wideband CQI only 1
8–10 4 1
11–26 4 2
27–64 6 3
65–110 8 4

k RBs

k RBs

k RBs

k RBs

k RBs

k RBs

k RBs

k RBs

k RBs
0PRB =n

DL
PRB RB 1n N= −

0j =

1j =

( )1j J= −

JN subbands

Subband consisting
of k RBs

Figure 14.6. UE-selected subband CQI feedback.

RI CQI/PMI CQI/PMI RI CQI/PMI

CQI/PMI refers to RI
in subframe 0

CQI/PMI refers to RI
in subframe 4

0 1 2 3 4 5 6

Figure 14.7. CQI/PMI and RI reporting.

transmission on set S subbands and reports back this RI using a type-3 report. In mode 1–
0, a wideband CQI and RI is reported without any PMI feedback. In the subframe where
CQI is reported, a UE reports a type-4 report consisting of one wideband CQI value, which
is calculated assuming transmission on set S subbands. In mode 1–1, in the subframe where
CQI/PMI is reported, a single precoding matrix is selected from the codebook subset assuming
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Table 14.7. PUCCH report types and payload sizes.

PUCCH reporting modes

PUCCH report
type Reported Mode state

Mode 1–1
(bits/BP)

Mode 2–1
(bits/BP)

Mode 1–0
(bits/BP)

Mode 2–0
(bits/BP)

1 Subband CQI RI = 1 NA 4 + L NA 4 + L
RI > 1 NA 7 + L NA 4 + L

2 Wideband CQI/PMI 2 TX antennas 6 6 NA NA
RI = 1
4 TX antennas 8 8 NA NA
RI = 1
2 TX antennas 8 8 NA NA
RI > 1
4 TX antennas 11 11 NA NA
RI > 1

3 RI 2-layer spatial 1 1 1 1
multiplexing
4-layer spatial 2 2 2 2
multiplexing

4 Wideband CQI RI = 1 NA NA 4 4

transmission on set S subbands and conditioned on the last reported RI. The set S subbands
represent the system bandwidth N DL

RB .The UE then feedback wideband CQI and PMI consisting
of, for example for four antenna ports, four CQI bits and four PMI bits with a total of eight
bits when the rank is one. The feedback additionally includes a 3-bit spatial differential CQI
when the rank is greater than one with a total of 11 bits for the case of four antenna ports.

The reporting is done in a similar way for mode 2–0 and mode 2–1 with the difference that
the UE selects the subbands over which CQI/PMI is calculated. This requires an additional L-
bit label to indicate the selected subband. In mode 2–0, in the subframe where wideband CQI
is reported, the UE reports a type 4 report on each respective successive reporting opportunity
consisting of one wideband CQI value conditioned on the last reported RI. In the subframe
where CQI for the selected subbands is reported, the UE selects the preferred subband within
the set of Nj subbands in each of the J bandwidth parts where J is given in Table 14.6. The
UE reports a type-1 report consisting of one CQI value reflecting transmission only over the
selected subband of a bandwidth part determined along with the corresponding best subband
L-bit label.Atype-1 report consisting of (L + 4) bits for each bandwidth part is in turn reported
in respective successive reporting opportunities. The CQI represents channel quality across
all layers irrespective of the rank information (RI).

In mode 2–1, in the subframe where wideband CQI/PMI is reported, the feedback is done
in a way similar to that in mode 1–1. In the subframe where CQI for the selected subbands
is reported, the UE selects the preferred subband within the set of Nj subbands in each of the
J bandwidth parts given in Table 14.6. The UE reports a type-1 report per bandwidth part on
each respective successive reporting opportunity consisting of a single CQI value reflecting
transmission only over the selected subband of a bandwidth part along with the corresponding
best subband L-bit label. When rank is greater than 1, an additional 3-bit spatial differential
CQI is reported with a total of (L + 7) bits per bandwidth part.
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Table 14.8. CQI/PMI size for single antenna port, transmit diversity
and open loop spatial multiplexing.

Feedback type Field Bitwidth

Wideband CQI Wideband CQI 4

UE selected subband CQI reports
Subband CQI 4
Subband label 1 or 2

Table 14.9. CQI/PMI size for closed loop spatial multiplexing.

Bitwidth

2 antenna ports 4 antenna ports

Feedback type Field Rank = 1 Rank = 2 Rank = 1 Rank > 1

Wideband CQI 4 4 4 4
Wideband CQI Spatial differential CQI 0 3 0 3
reports Precoding matrix indication 2 1 4 4

Total 6 8 8 11

UE selected Subband CQI 4 4 4 4
subband Spatial differential CQI 0 3 0 3
CQI reports Subband label 1 or 2 1 or 2 1 or 2 1 or 2

Total 5 or 6 8 or 9 5 or 6 8 or 9

The number of bits for the two CQI feedback types, namely wideband CQI and UE selected
subband CQI for a single antenna port, transmit diversity and open loop spatial multiplexing
are given in Table 14.8. Similarly, the number of CQI/PMI bits for the two feedback types for
closed loop spatial multiplexing is summarized in Table 14.9.

14.3.1 Channel coding for periodic reporting

Three forms of channel coding are used for periodic reporting on PUCCH, one for CQI/PMI,
another for hybridARQACK/NACK and scheduling request and finally one for a combination
of CQI/PMI and hybrid ARQ ACK/NACK. The CQI/PMI bits input to the channel coding
block are denoted by a0, a1, a2, a3, . . . , aA−1, where A is the number of bits and depends on the
transmission format. These bits are coded using a variable Reed–Muller (RM) (20, A) code
whose codewords are a linear combination of the 13 basis sequences denoted Mi,n as given in
Table 14.10. The 13 basis sequences allow to code a maximum of 13 PUCCH payload bits,
which is the case when two bits ofACK/NACK are jointly coded with a maximum of 11 bits of
CQI/PMI from Table 14.9. The bit sequence after encoding denoted by b0, b1, b2, b3, . . . , bB−1

is given as:

bi =
A−1∑
n=0

(
an · Mi,n

)
mod 2 i = 0, 1, 2, . . . , (B − 1). (14.7)

When CQI/PMI and hybrid ARQ ACK/NACK need to be transmitted simultaneously,
ACK/NACK bits are either appended to the coded CQI/PMI sequence or coded jointly with
CQI/PMI. The first approach is used for the normal cyclic prefix where two reference signals



354 Uplink control signaling

Table 14.10. Basis sequences for (20, A) code.

i Mi,0 Mi,1 Mi,2 Mi,3 Mi,4 Mi,5 Mi,6 Mi,7 Mi,8 Mi,9 Mi,10 Mi,11 Mi,12

0 1 1 0 0 0 0 0 0 0 0 1 1 0
1 1 1 1 0 0 0 0 0 0 1 1 1 0
2 1 0 0 1 0 0 1 0 1 1 1 1 1
3 1 0 1 1 0 0 0 0 1 0 1 1 1
4 1 1 1 1 0 0 0 1 0 0 1 1 1
5 1 1 0 0 1 0 1 1 1 0 1 1 1
6 1 0 1 0 1 0 1 0 1 1 1 1 1
7 1 0 0 1 1 0 0 1 1 0 1 1 1
8 1 1 0 1 1 0 0 1 0 1 1 1 1
9 1 0 1 1 1 0 1 0 0 1 1 1 1

10 1 0 1 0 0 1 1 1 0 1 1 1 1
11 1 1 1 0 0 1 1 0 1 0 1 1 1
12 1 0 0 1 0 1 0 1 1 1 1 1 1
13 1 1 0 1 0 1 0 1 0 1 1 1 1
14 1 0 0 0 1 1 0 1 0 0 1 0 1
15 1 1 0 0 1 1 1 1 0 1 1 0 1
16 1 1 1 0 1 1 1 0 0 1 0 1 1
17 1 0 0 1 1 1 0 0 1 0 0 1 1
18 1 1 0 1 1 1 1 1 0 0 0 0 0
19 1 0 0 0 0 1 1 0 0 0 0 0 0

within a slot are available for PUCCH as shown in Figure 14.9 below. The ACK/NACK is
carried by modulating the second reference signal within the slot. In the case of the extended
cyclic prefix where one fewer SC-FDMA symbol is available within a slot, a single refer-
ence signal symbol is used within a slot. The ACK/NACK, in this case, is not modulated on
the single reference signal due to concerns on channel estimation performance. Therefore,
ACK/NACK is jointly coded with CQI/PMI. The joint coding, however, results in a weaker
code which affects the performance of both CQI/PMI and ACK/NACK.

The number of hybrid ARQ ACK/NACK feedback bits is one or two for a single-codeword
or two-codeword downlink transmission respectively. In the case of the normal cyclic prefix
with one or two ACK/NACK bits appended to the coded CQI/PMI sequence, the resulting
length of coded bit sequence is B+1 = 21 or B+2 = 22 bits. For the case of joint coding the
number of bits at the input of the (20, A) code is (A + 1) or (A + 2) for the case of a single bit
ACK/NACK or two bits ACK/NACK respectively, where A is the number of CQI/PMI bits.

14.3.2 PUCCH formats

The physical uplink control channel supports multiple formats as shown in Table 14.11. The
combinations of uplink control information formats supported on PUCCH include hybridARQ
ACK/NACK using PUCCH format 1A or 1B, the Scheduling Request (SR) using PUCCH
format 1, hybrid ARQ ACK/NACK and SR using PUCCH format 1A or 1B, CQI/PMI using
PUCCH format 2, CQI/PMI and hybrid ARQ ACK/NACK using PUCCH format 2A or 2B
for the normal cyclic prefix or format 2 for the extended cyclic prefix.

Formats 2A and 2B are supported for the normal cyclic prefix only. The formats 1A and
1B are used for standalone transmission of single-bit and two-bits ACK/NACK respectively.
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Table 14.11. PUCCH formats.

PUCCH format Modulation scheme Number of bits per subframe Mbit

1 N/A N/A
1A BPSK 1
1B QPSK 2
2 QPSK 20
2A QPSK+BPSK 21
2B QPSK+BPSK 22

The format 2 is used when CQI/PMI is transmitted without ACK/NACK multiplexing using a
(20, A) code or when CQI/PMI andACK/NACK are jointly coded for the case of the extended
cyclic prefix. It should be noted that the number of channel bits to be transmitted in both cases
is 20. The formats 2A and 2B are used when CQI/PMI and ACK/NACK are transmitted
simultaneously for the case of the normal cyclic prefix. We note that the number of channel
bits in this case is 21 or 22 for single-bit and two-bits ACK/NACK feedback respectively. The
modulation for single-bit ACK/NACK is BPSK while QPSK is used in all other cases.

All PUCCH formats use a cyclic shift of a sequence in each symbol, where ncell
cs (ns, l) is used

to derive the cyclic shift for different PUCCH formats. In order to randomize the inter-cell
interference, the quantity ncell

cs (ns, l) is varied with the symbol number l and the slot number
ns according to:

ncell
cs (ns, l) =

∑7

i=0
c
(
8N UL

symb · ns + 8l + i
) · 2i, (14.8)

where c(i) is the pseudo-random sequence. The pseudo-random sequence generator is
initialized with cinit = N cell

ID at the beginning of each radio frame.

The physical resources used for PUCCH depend on two parameters, N (2)
RB and N (1)

cs , which

are set by higher layers. The variable N (2)
RB ≥ 0 denotes the bandwidth in terms of resource

blocks that are reserved exclusively for PUCCH formats 2/2A/2B transmission in each slot.
The variable N (1)

cs ∈ {0, 1, . . . , 8} denotes the number of cyclic shift used for PUCCH formats
1/1A/1B in a resource block used for a mix of formats 1/1A/1B and 2/2A/2B. The value of
N (1)

CS is an integer multiple of �PUCCH
shift within the range of 0, 1, . . ., 8, where �PUCCH

shift is set
by higher layers and is given as:

�PUCCH
shift ∈

{ {1, 2, 3} for normal cyclic prefix
{1, 2, 3} for extended cyclic prefix.

(14.9)

No mixed resource block is present if N (1)
cs = 0. At most one resource block in each slot

supports a mix of formats 1/1A/1B and 2/2A/2B. The resources used for transmission of
PUCCH format 1/1A/1B and 2/2A/2B are represented by the non-negative indices n(1)PUCCH

and n(2)PUCCH < N (2)
RBN RB

sc +
⌈

N (1)
cs
8

⌉
· (N RB

sc − N (1)
cs − 2), respectively.

PUCCH format 1, 1A and 1B
The PUCCH format 1 is used to transmit the scheduling request (SR). The scheduling request
is carried by the presence or absence of transmission (ON/OFF keying) of PUCCH from the
UE. When both ACK/NACK and SR are transmitted in the same subframe a UE transmits the
ACK/NACK on its assignedACK/NACK PUCCH resource for a negative SR transmission and
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Table 14.12. Modulation symbol d(0) for PUCCH
formats 1A and 1B.

PUCCH format b(0), . . . , b(Mbit − 1) d(0)

1A
0 1
1 −1

1B

00 1
01 −j
10 j
11 −1

transmits theACK/NACK on its assigned SR PUCCH resource for a positive SR transmission.
When only an ACK/NACK or only an SR is transmitted, a UE uses PUCCH Format 1A or
1B for the ACK/NACK resource and PUCCH format 1 for the SR resource.

For PUCCH formats 1A and 1B, one or two explicit bits are transmitted using BPSK
and QPSK modulation respectively resulting in a complex-valued symbol d(0) as given in
Table 14.12. The complex-valued symbol d(0) is multiplied with a cyclically shifted length
N PUCCH

seq = 12 sequence r(α)u,v (n) according to:

y(n) = d(0) · r(α)u,v (n), n = 0, 1, . . . ,
(
N PUCCH

seq − 1
)
, (14.10)

where r(α)u,v (n) is defined by a cyclic shift α of a base sequence r̄u,v(n) according to:

r(α)u,v (n) = ejαnr̄u,v(n), n = 0, 1, . . . , (N PUCCH
seq − 1). (14.11)

The cyclic shift α is varied between SC-FDMA symbols and slots within a subframe to
randomize inter-cell interference. The sequence r(α)u,v (n) is a computer-generated constant-
amplitude zero auto-correlation (CAZAC) sequence.

The block of complex-valued symbols y(0), . . . , y(N PUCCH
seq −1) is scrambled by S(ns) and

block-wise spread with the orthogonal sequence wnoc(i) according to:

z(m′ × N PUCCH
SF · N PUCCH

seq + m · N PUCCH
seq + n) = wnoc(m) · y (n)

m = 0, . . . , (N PUCCH
SF − 1), n = 0, . . . , (N PUCCH

seq − 1), m
′ = 0, 1, (14.12)

where N PUCCH
SF = 4 for both slots of PUCCH format 1 and normal PUCCH formats 1a/1b,

and N PUCCH
SF = 4 for the first slot and N PUCCH

SF = 3 for the second slot of shortened PUCCH
formats 1A/1B. The scrambling symbol S(ns) in a slot simply rotates the constellation of the
ACK/NACK symbol to reduce inter-code interference.

In the case of simultaneous transmission of the sounding reference signal and PUCCH for-
mat 1A or 1B, one SC-FDMA symbol on PUCCH is punctured to accommodate the sounding
reference signal. This creates shortened PUCCH formats 1A/1B with one fewer SC-FDMA
symbol available. The shortened PUCCH formats 1A/1B are therefore used for the case when
SRS is transmitted in the same subframe as the PUCCH. The sequences wnoc(i) are given in
Table 14.13. We note that only three out of a total of four Walsh sequences are used for the case
of N PUCCH

SF = 4. The rationale for this choice is to avoid or reduce performance degradation
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Table 14.13. Orthogonal sequences
[
w(0) . . .w

(
NPUCCH

SF − 1
)]

.

Sequence index Spreading factor Orthogonal sequences

noc(ns) NPUCCH
SF

[
w(0) . . . w

(
NPUCCH

SF − 1
) ]

0
NPUCCH

SF = 4
[+1 +1 +1 +1 ]

1 [+1 −1 +1 −1 ]
2 [+1 −1 −1 +1 ]
0

NPUCCH
SF = 3

[1 1 1 ]
1 [1 e j2π /3 e j4π /3 ]
2 [1 e j4π /3 e j2π /3 ]

Symbol 1Symbol 0 Reference
signal

Reference
signal Symbol 2 Symbol 3

One slot = 0.5 ms

( )0w ( )1w ( )2w ( )3w

IDFT IDFTIDFT IDFT

ACK/NACK
symbol

( )
, ( )u vr nα

Reference
signal

Figure 14.8. Block-wise spreading in PUCCH formats 1A/1B.

in cases where sequences may suffer from loss of orthogonality. The multiplication with a
cyclically shifted length N PUCCH

seq = 12 sequence and block-wise spreading operations are
pictorially shown in Figure 14.8.

PUCCH formats 2, 2A and 2B
In PUCCH formats 2, 2A and 2B, the block of bits b(0), . . . , b(Mbit − 1) is scrambled with a
UE-specific scrambling sequence, resulting in a block of scrambled bits b̃(0), . . . , b̃(Mbit −1)
according to:

b̃(i) = (b(i)+ c(i)) mod 2, (14.13)

where c(i) is the pseudo-random scrambling sequence c(i).The scrambling sequence generator
is initialized at the start of each subframe as:

cinit = (�ns/2� + 1) ·
(
2N cell

ID + 1
)

· 216 + nRNTI. (14.14)
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The block of scrambled bits b̃(0), . . . , b̃(19) is modulated using QPSK modulation result-
ing in a block of complex-valued modulation symbols d(0), . . . , d(9). Each complex-valued
symbol d(0), . . . , d(9) is multiplied with a cyclically shifted length N PUCCH

seq = 12 sequence

r(α)u,v (n) according to:

z(N PUCCH
seq · n + i) = d(n) · r(α)u,v (i) n = 0, 1, . . . , 9 i = 0, 1, . . . ,

(
N RB

sc − 1
)
, (14.15)

where r(α)u,v (i) is given by (14.10).
The PUCCH format 2 mapping in a slot is shown in Figure 14.9 for the case of the normal

cyclic prefix. In the case of the extended cyclic prefix, the second reference signal within the
slot is dropped leaving five SC-FDMA symbols available for PUCCH. Therefore, the number
of SC-FDMA symbols available for CQI/PMI transmission within a subframe is 10 for the
case of both normal and extended cyclic prefixes. This allows carrying a total of 20 bits using
QPSK modulation.

For PUCCH formats 2A and 2B, the bit(s) b(20), . . . , b(Mbit − 1) representing one- or
two-bits ACK/NACK bits are modulated similarly to ACK/NACK in formats 1A and 1B as
described in Table 14.14. This results in a single modulation symbol d(10), which is used for
the generation of the reference-signal for PUCCH formats 2Aand 2B. This modified reference
signal carrying ACK/NACK is then mapped to the SC-FDMA symbol originally carrying the
second reference signal within the slot as shown in Figure 14.9.

14.3.3 PUCCH mapping

The block of complex-valued symbols z(i) is multiplied with the amplitude-scaling factor
βPUCCH according to the power control algorithm and mapped to resource elements. PUCCH
uses one resource block in each of the two slots in a subframe. Within the physical resource
block used for transmission, the mapping of z(i) to resource elements (k , l) not used for
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Figure 14.9. The PUCCH format 2, 2A and 2B structure.
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Table 14.14. Modulation symbol d(10) for PUCCH formats
2A and 2B.

PUCCH format b(20), . . . , b(Mbit − 1) d(10)

2A
0 1
1 −1

2B

00 1
01 −j
10 j
11 −1

transmission of reference signals is in increasing order of first k , then l and finally the slot
number, starting with the first slot in the subframe.

The resources used for transmission of PUCCH formats 1, 1A and 1B are identified by a
resource index n(1)PUCCH from which the orthogonal sequence index noc(ns) and the cyclic shift
α(ns) are determined as described in [1]. Similarly, resources used for transmission of PUCCH
formats 2/2A/2B are identified by a resource index n(2)PUCCH from which the cyclic shift α is
determined. It should be noted that for PUCCH formats 2/2A/2B, the modulation symbols are
not spread and hence no orthogonal sequence needs to be determined.

The physical resource block to be used for transmission of PUCCH in slot ns is given by:

nPRB =



⌊m

2

⌋
if (m + ns mod 2) mod 2 = 0

N UL
RB − 1 −

⌊m

2

⌋
if (m + ns mod 2) mod 2 = 1,

(14.16)

where the variable m depends on the PUCCH format. For formats 1, 1A and 1B, m is given as:

m =


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N (2)
RB if n(1)PUCCH < c · N (1)
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/
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(14.17)

where c = 3, 2 for the normal and extended cyclic prefix respectively. �PUCCH
shift ∈ {1, 2, 3} is

set by higher layers.
For formats 2, 2A and 2B, m is given as:

m =
⌊
n(2)PUCCH/N

RB
sc

⌋
. (14.18)

The mapping of PUCCH to physical resource blocks is illustrated in Figure 14.10.

14.4 Aperiodic reporting

An aperiodic reporting of CQI/PMI/RI is performed on PUSCH and is triggered by a schedul-
ing grant. The aperiodic report size and message format is given by RRC (radio resource
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Figure 14.10. PUCCH mapping to physical resource blocks.

Table 14.15. CQI and PMI feedback types for PUSCH reporting modes.

CQI type PMI granularity Reporting mode

Wideband CQI No PMI NA
Single PMI NA
Multiple PMI Mode 1–2

UE selected subband CQI No PMI Mode 2–0
Single PMI NA
Multiple PMI Mode 2–2

Higher layer configured subband No PMI Mode 3–0
CQI Single PMI Mode 3–1

Multiple PMI NA

control). The minimum reporting interval for aperiodic reporting is one subframe. The dif-
ferent reporting modes are summarized in Table 14.15. The modes 2–0 and 3–0 without any
PMI are used for single transmit antenna port transmission, transmit diversity and open-loop
spatial multiplexing. The modes with single PMI (mode 3–1) or multiple PMI (modes 1–2
and 2–2) are used for closed-loop spatial multiplexing.

In the case of mode 1–2, a wideband CQI with multiple PMI is reported. A preferred
precoding matrix is selected for each subband from the codebook subset assuming transmission
only in this subband. Then a single wideband CQI value per codeword is calculated assuming
the use of the corresponding selected precoding matrix in each subband and transmission on
set S subbands according to Table 14.16. The wideband CQI and selected precoding matrix
indicator for each set S subband is then reported to eNB.

For UE-selected subband feedback modes, the UE reports the positions of the M selected
subbands using a combinatorial index r defined as:

r =
M−1∑
k=0

〈
N − sk
M − k

〉
, (14.19)
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Table 14.16. Subband size (k ) for different downlink
system bandwidths.

System bandwidth
(
NDL

RB

)
Subband size (k)

6–7 (wideband CQI only)
8–10 4
11–26 4
27–63 6
64–110 8

Table 14.17. Subband size (k) and M values for different downlink
system bandwidths.

System bandwidth
NDL

RB Subband size k (RBs) M

6–7 (wideband CQI only) (wideband CQI only)
8–10 2 1
11–26 2 3
27–63 3 5
64–110 4 6

where the set {sk}M−1
k=0 , (1 ≤ sk ≤ N , sk < sk+1) contains the M sorted subband indices

and

〈
x
y

〉
=




(
x
y

)
x ≥ y

0 x < y
(14.20)

is the extended binomial coefficient, resulting in unique label r ∈
{
0, · · · ,

(
N
M

)
− 1

}
requiring

L =
⌈
log2

(
N
M

)⌉
signaling bits.

In UE-selected subband feedback mode 2-0, the UE selects a set of M preferred subbands
of size k within the set of S subbands, where k and M are given in Table 14.17. We note that
the subband sizes k in this case are half the sizes in Table 14.6 used for periodic reporting
on PUCCH. The UE reports one CQI value reflecting transmission only over the M selected
subbands. The CQI represents channel quality across all MIMO layers irrespective of com-
puted or reported RI. In addition to M preferred subbands CQI, the UE reports one wideband
CQI value. No PMI is reported in mode 2–0.

In UE-selected subband feedback mode 2–2, the UE performs joint selection of the set of
M preferred subbands of size k within the set of S subbands and a preferred single precoding
matrix selected from the codebook subset that is preferred to be used for transmission over the
M selected subbands.The UE reports one CQI value per codeword reflecting transmission only
over the selected M preferred best subbands and using the same selected single precoding
matrix in each of the M subbands. In addition, the UE reports a wideband CQI value per
codeword, which is calculated assuming the use of the single precoding matrix in set S



362 Uplink control signaling

Table 14.18. CQI/PMI size for single antenna port, transmit diversity and open-loop
spatial multiplexing.

Feedback type Field Bitwidth

Wideband CQI codeword 0 4
UE selected subband Subband differential CQI 2
CQI reports Position of the M selected subbands L

Total (L + 6)

Higher layer configured Wideband CQI codeword 0 4
subband CQI reports Subband differential CQI 2N

Total (2N + 4)

subbands. The UE also reports the selected single precoding matrix indicator for the set
S subbands. The CQI value for the M selected subbands for each codeword is encoded
differentially using 2 bits relative to its respective wideband CQI as given by (14.3). We note
that a total of two CQIs and two PMIs are reported in mode 2–2.

In higher layer-configured subband feedback mode 3–0, a UE reports a wideband CQI
value, which is calculated assuming transmission on set S subbands. The UE also reports one
subband CQI value for each set S subband. The subband CQI value is calculated assuming
transmission only in the subband. The CQI represents channel quality for the first codeword,
even when RI > 1. No PMI is reported in mode 3–0.

In mode 3–1, a single precoding matrix is selected from the codebook subset assuming
transmission on set S subbands. The UE reports one subband CQI value per codeword for
each set S subband, which are calculated assuming the use of a single precoding matrix in
all subbands. This single selected precoding matrix indicator is reported. In addition, the UE
reports a wideband CQI value per codeword which is calculated assuming the use of the single
precoding matrix and transmission on set S subbands. The subband CQI for each codeword
is encoded differentially with respect to its respective wideband CQI using 2 bits as given by
(14.2). The supported subband sizes k include those given in Table 14.16. In this case, the
k is value which is a function of system bandwidth is semi-statically configured by higher
layers.

The number of bits for the two CQI feedback types namely UE selected subband CQI
and higher layer configured subband CQI reports for single antenna port, transmit diversity
and open-loop spatial multiplexing are given in Table 14.18. We note from Table 14.15 that
wideband CQI report without PMI is not supported for aperiodic feedback on PUSCH. The
single antenna port, transmit diversity and open-loop spatial multiplexing transmission modes
require no PMI. The number of CQI/PMI bits for the three CQI feedback types namely
wideband CQI, UE selected subband CQI and higher layer configured subband CQI reports
for closed loop spatial multiplexing are summarized in Table 14.19.

14.4.1 Channel coding for aperiodic reporting

The aperiodic reporting is performed by transmission of control information on PUSCH. The
channel coding for hybrid ARQ ACK/NACK, rank indication (RI) and CQI/PMI is done
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Table 14.19. CQI/PMI size for closed-loop spatial multiplexing.

Bitwidth

2 antenna ports 4 antenna ports
Feedback
type Field Rank = 1 Rank = 2 Rank = 1 Rank > 1

Wideband Wideband CQI codeword 0 4 4 4 4
CQI Wideband CQI codeword 1 0 4 0 4
reports Precoding matrix indication 2N N 4N 4N

Total (2N + 4) (2N + 8) (2N + 4) (2N + 8)

UE selected Wideband CQI codeword 0 4 4 4 4
subband Subband differential CQI codeword 0 2 2 2 2
CQIreports Wideband CQI codeword 1 0 4 0 4

Subband differential CQI codeword 1 0 2 0 2
Position of the M selected subbands L L L L
Precoding matrix indication 4 2 8 8
Total (L + 10) (L + 14) (L + 14) (L + 20)

Higher layer Wideband CQI codeword 0 4 4 4 4
configured Subband differential CQI codeword 0 2N 2N 2N 2N
subband Wide band CQI codeword 1 0 4 0 4
CQI Subband differential CQI codeword 1 0 2N 0 2N
reports Precoding matrix indication 2 1 4 4

Total (2N + 6) (4N + 9) (2N + 8) (4N + 12)

Table 14.20. Channel coding schemes for aperiodic reporting.

Channel coding scheme Control information

Simplex (3,2) code
Two-bits ACK/NACK
Two-bits rank information (RI)

Variable Reed–Muller CQI/PMI payload ≤ 11bits
(32, O) block code

Tail-biting convolutional code CQI/PMI payload > 11bits

independently. The channel coding schemes used for aperiodic reporting are summarized in
Table 14.20. The ACK/NACK information is one bit or two bits for one codeword downlink
and two codewords downlink transmission respectively. Similarly, for two and four transmit
antenna ports for maximum layers of two or four, the RI is one or two bits respectively. When
ACK/NACK or RI is two bits, the coding is performed using a simplex (3,2) code where the
parity bit o2 is given as.

o2 = (o0 ⊕ o1), (14.21)

where ⊕ represents XOR operation and o0o1 are two ACK/NACK or RI bits.
The CQI/PMI bits input to the channel coding block are denoted by o0, o1, o2, o3, . . . , oO−1,

where O is the number of bits. For CQI/PMI payload sizes greater than 11 bits, the information
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Table 14.21. Basis sequences for variable Reed–Muller (32, O) block code.

i Mi,0 Mi,1 Mi,2 Mi,3 Mi,4 Mi,5 Mi,6 Mi,7 Mi,8 Mi,9 Mi,10

0 1 1 0 0 0 0 0 0 0 0 1
1 1 1 1 0 0 0 0 0 0 1 1
2 1 0 0 1 0 0 1 0 1 1 1
3 1 0 1 1 0 0 0 0 1 0 1
4 1 1 1 1 0 0 0 1 0 0 1
5 1 1 0 0 1 0 1 1 1 0 1
6 1 0 1 0 1 0 1 0 1 1 1
7 1 0 0 1 1 0 0 1 1 0 1
8 1 1 0 1 1 0 0 1 0 1 1
9 1 0 1 1 1 0 1 0 0 1 1

10 1 0 1 0 0 1 1 1 0 1 1
11 1 1 1 0 0 1 1 0 1 0 1
12 1 0 0 1 0 1 0 1 1 1 1
13 1 1 0 1 0 1 0 1 0 1 1
14 1 0 0 0 1 1 0 1 0 0 1
15 1 1 0 0 1 1 1 1 0 1 1
16 1 1 1 0 1 1 1 0 0 1 0
17 1 0 0 1 1 1 0 0 1 0 0
18 1 1 0 1 1 1 1 1 0 0 0
19 1 0 0 0 0 1 1 0 0 0 0
20 1 0 1 0 0 0 1 0 0 0 1
21 1 1 0 1 0 0 0 0 0 1 1
22 1 0 0 0 1 0 0 1 1 0 1
23 1 1 1 0 1 0 0 0 1 1 1
24 1 1 1 1 1 0 1 1 1 1 0
25 1 1 0 0 0 1 1 1 0 0 1
26 1 0 1 1 0 1 0 0 1 1 0
27 1 1 1 1 0 1 0 1 1 1 0
28 1 0 1 0 1 1 1 0 1 0 0
29 1 0 1 1 1 1 1 1 1 0 0
30 1 1 1 1 1 1 1 1 1 1 1
31 1 0 0 0 0 0 0 0 0 0 0

is coded using a tail-biting convolutional code (see Chapter 11). In this case, a length L = 8
cyclic redundancy check (CRC) is also computed and attached to the PMI/CQI report. For
payload sizes of 11 bits or less, the CQI/PMI is coded using a variable Reed–Muller (RM)
(32, O) block code. The codewords of the (32, O) block code are a linear combination of
11 basis sequences denoted Mi,n and given in Table 14.21. The 11 basis sequences allow one
to encode a maximum of 11 bits of CQI/PMI.

The encoded CQI/PMI block is denoted b0, b1, b2, b3, . . . , bB−1 and given as:

bi =
O−1∑
n=0

(
on · Mi,n

)
mod 2 i = 0, 1, 2, . . . , (B − 1) = 31. (14.22)
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Figure 14.11. PUCCH mapping to physical resource blocks.

The output bit sequence q0, q1, q2, q3, . . . , qQ−1 is obtained by circular repetition of the
encoded CQI/PMI block as follows:

qi = b(i mod B) i = 0, 1, 2, . . . , (Q − 1). (14.23)

The channel interleaver in conjunction with the resource element mapping for PUSCH
results in a time-first mapping of modulation symbols onto the transmit waveform while
ensuring that the hybridARQACK/NACK information is present on both slots in the subframe
and is mapped to resources around the uplink demodulation reference signals as shown in
Figure 14.11. The motivation for transmitting ACK/NACK next to reference signals is better
channel estimates for ACK/NACK reliability. We also note that RI information is transmitted
around the SC-FDMA symbols carrying ACK.

14.5 Summary

The uplink feedback control information consists of channel quality, MIMO channel rank,
preferred precoding matrix and hybrid ARQ ACK/NACK. The channel quality information is
used for channel sensitive scheduling as well as link adaptation in the downlink. The MIMO
rank and precoding information is used to select a MIMO transmission format which includes
the number of MIMO layers transmitted and antenna weights for beam-forming. The hybrid
ARQ ACK/NACK is used to support downlink hybrid ARQ operation.

Multiple feedback formats are defined to match the downlink transmission modes such as
single antenna port, transmit diversity, open-loop spatial multiplexing and closed-loop spatial
multiplexing. Moreover, different levels of frequency-selective subband CQI feedback are
defined that allow for the achievement of a given tradeoff between frequency-selective multi-
user scheduling gains and the CQI feedback overhead. A wideband CQI covering the system
bandwidth is reported in each feedback mode to allow power control of downlink control
channels whose transmission is distributed over the system bandwidth. Similarly, various
levels of granularity are provided for precoding information feedback that includes no PMI,
a single PMI or multiple PMIs for the frequency subbands.

The feedback control and data multiplexing approach support both an FDM approach and a
TDM approach. An FDM approach is used for periodic reporting on PUCCH where PUCCH
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transmission from one UE can be frequency multiplexed with control or data transmissions
from other UEs.When a UE has uplink data transmission in a subframe, the control information
is time-multiplexed with data at the input of DFT. The frequency-multiplexing of simultaneous
transmission of control and data from a single UE is not permitted because it violates the single-
carrier property of SC-FDMA and results in some increase in PAPR/CM. Moreover, the FDM
control needs to be transmitted at the bandwidth edges to make contiguous bandwidth in the
middle available for data transmission.This is because if data from a single UE is transmitted on
non-contiguous frequency blocks, the PAPR/CM of SC-FDMA increases. In order to provide
some frequency-diversity, the control is hopped from one edge of the band to the other edge
between the two slots within a subframe.

The periodic reports and hybrid ARQ ACK/NACK on PUCCH are transmitted by using
a cyclic shift of a computer-generated constant-amplitude zero auto-correlation (CAZAC)
sequence. The PUCCH transmissions from multiple UEs are kept orthogonal by allo-
cating different cyclic shifts of the CAZAC sequence. The cyclic shift is hopped from
one SC-FDMA symbol to the next and from one slot to the next to randomize inter-
ference. Moreover, for ACK/NACK transmissions, the CAZAC sequence over multiple
SC-FDMA symbols is spread using orthogonal sequences to create orthogonal ACK/NACK
channels. The orthogonal sequences are hopped at slot-level again to randomize inter-cell
interference.

The number of CQI/PMI bits that can be carried on PUCCH for periodic reporting is
limited. Therefore, frequency-selective PMI is not transmitted with periodic reporting. In
order to provide subband CQI with periodic reporting on PUCCH, a time-cycling approach
is used where a UE provides feedback for a single subband in a given subframe with cycling
though multiple subbands in multiple subframes.

A differential encoding of CQI is used for both subband CQI as well as spatial CQI for the
second codeword in order to keep the feedback overhead low.

The channel coding for the periodic CQI/PMI reports on PUCCH employ a variable Reed–
Muller (RM) (20, A) block code. In the case of the extended cyclic prefix, theACK/NACK and
CQI/PMI are jointly coded using the same (20, A)block code when transmitted simultaneously.
In the case of the normal cyclic prefix, whenACK/NACK and CQI/PMI are transmitted simul-
taneously, the ACK/NACK is transmitted by modulating one of the two PUCCH reference
signals.

In the case of aperiodic CQI/PMI reports on PUSCH, two-bits ACK/NACK and rank
indication are coded using a simplex (3,2) code. The CQI/PMI reports consisting of 11 bits
or fewer employ a variable RM (30, O) block code. The CQI/PMI reports larger than 11 bits
are coded using a tail-biting convolutional code. In this case, an 8-bits CRC is also computed
and attached to the CQI/PMI report.

In summary, the uplink control design in LTE employs multiple modes and formats to
optimize performance for various transmission modes and deployment scenarios. However,
a downside of this approach is increased complexity in terms of both implementation as well
as system operation. A reason for a large number of formats in the uplink is that the single-
carrier FDMA scheme does not allow simultaneous transmission of control and data in a
frequency-multiplexed fashion. For example, if the uplink is based on OFDMA, supporting
uplink control in both FDM and TDM fashion is not necessary.
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15 Downlink control signaling

With the exception of a scheduling request, all uplink control consists of feedback informa-
tion to support downlink transmissions. The channel quality feedback is provided to support
downlink channel-sensitive scheduling and link adaptation. The rank and precoding matrix
indication is used for selecting a downlink MIMO transmission format. The ACK/NACK
signaling provides feedback on downlink hybrid ARQ transmissions. In contrast to uplink
control, the only feedback information on the downlink is ACK/NACK signaling to support
uplink hybrid ARQ operation and transmission power control (TPC) commands to support
uplink power control. The reason for this asymmetry is simply the fact that both the uplink
and the downlink schedulers resides in the eNB. Therefore, the bulk of downlink signaling
involves uplink and downlink scheduling grants that convey information on the transmission
format and resource allocation for both the uplink and downlink transmissions. In order to
support the uplink channel-sensitive scheduling, the uplink channel quality is estimated from
the uplink sounding reference signal (SRS).

The three downlink control channels transmitted every subframe are physical control for-
mat indicator channel (PCFICH), physical downlink control channel (PDCCH) and physical
hybrid ARQ indicator channel (PHICH). The PCFICH carries information on the number of
OFDM symbols used for PDCCH. The PDCCH is used to inform the UEs about the resource
allocation as well as modulation, coding and hybrid ARQ control information. Since multiple
UEs can be scheduled simultaneously within a subframe in a frequency or space division mul-
tiplexed fashion multiple PDCCHs each carrying information for a single UE are transmitted.
A maximum of three (or four for smaller bandwidths) OFDM symbols within a subframe can
be used for PDCCH. With dynamic indication via PCFICH of the number of OFDM symbols
used for PDCCH, the unused OFDM symbols among the three (or four) PDCCH OFDM sym-
bols can be used for data transmission. The PHICH is used to carry hybrid ARQ ACK/NACK
feedback for uplink transmissions.

Adesign goal for control information transmission is high reliability because data transmis-
sion fails when control information is in error. This is because control information carries UE
identity as well as transmission format and resource allocation information.Asimple approach
for making control information reliable is to broadcast it with sufficiently high power so that
all the UEs in the cell can receive it. This approach is generally used for control information
such as broadcast control that is targeted for all the UEs in the cell. This is because when
a UE wakes up from the sleep-mode, it needs to acquire system parameters by receiving
synchronization and broadcast signals. Since the network may be unaware of this UE, the
broadcast needs to be transmitted with sufficient power to reach the cell-edge user. However,
when eNB is sending control information that is targeted for a single UE or a group of UEs
and eNB has channel quality information for these UEs, the control information can be power
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Figure 15.1. Coverage for different downlink control channels.

controlled with just the right amount of power allocated for successful reception of the control
information.

The coverage diagram for downlink control channels is shown in Figure 15.1. We also show
the physical broadcast channel (PBCH) as a reference, which is always transmitted with cell-
edge coverage in mind. Since PCFICH carries information on the duration (in OFDM symbols)
of PDCCH, it is power controlled to reach the UE with the worst channel conditions among
the scheduled UEs in the subframe. The PHICH can also be power controlled according to
the channel conditions for the UE for which it is carrying hybrid ARQ feedback. The PDDCH
is also used to carry TPC (transmit power control) commands for uplink data and control
transmission. In this case, the PDCCH is power controlled to reach the UE with the worst
channel conditions having a TPC command for it in the PDCCH.

15.1 Data control multiplexing

Similar to data control multiplexing in the uplink, both time-multiplexing and frequency-
multiplexing can be considered for the downlink. The rationale for the TDM approach for the
downlink, however, is different from that in the uplink. In the uplink, theTDM approach allows
keeping the single-carrier property of SC-FDMA and hence achieves low PAPR/CM. In the
downlink, the multiple-access scheme is OFDMA and therefore the low PAPR/CM argument
does not apply. Another argument in favor of the TDM approach in the downlink, however,
is that a UE can decode control information in the beginning of the subframe and can go to
a short-term sleep-mode if there is no data scheduled for it in the subframe. It is argued that
such a micro-sleep-mode as shown in Figure 15.2 can save UE battery power consumption.
However, the gains of micro-sleep mode are debatable given that decoding of control infor-
mation cannot be complete until towards the middle of the subframe. As the UE needs to turn
on again at the beginning of the next subframe, the total duration of micro-sleep can be only
a small fraction of the subframe duration. Another benefit of the TDM approach is the small
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Figure 15.2. TDM and FDM data control multiplexing approaches for the downlink.

reduction in delay as the UE can decode control information before it starts decoding data
transmission.

Similar to the uplink, a major drawback of the TDM approach is that it does not allow
sharing power between data and control transmissions and hence can limit the control channel
coverage. While the FDM approach allows power sharing, it does not enable micro-sleep as
the control information is transmitted over the whole subframe in a frequency-multiplexed
fashion. Moreover, the decoding delays in the FDM approach can be slightly larger than in
the TDM approach because once a subframe is received, the UE first needs to decode the
control information before the data decoding can start. Both the TDM and FDM approaches
were considered and debated in detail for the LTE system and finally the TDM approach was
selected as the data control multiplexing approach for the downlink.

15.2 Resource element groups

The downlink physical control channels are mapped to resource units smaller than a resource
block. The motivation for doing this is to distribute the transmission over a larger bandwidth
to capture frequency-diversity. We note that control information messages are generally much
smaller than data messages and if resource blocks were used for transmission of control
information, the transmissions would be localized in frequency, which is not desired from a
control-channel-performance perspective. The unit of resource that is used for control infor-
mation transmission is referred to as a resource element group (REG), which consists of
four useful subcarriers (resource elements) within a resource block in an OFDM symbol. A
resource block contains two or three REGs depending upon whether the resource block in the
OFDM symbol carries reference signals or not as depicted in Figure 15.3. When reference
signals are present in a resource block, 4 out of the 12 subcarriers are used for reference signals
transmission. The remaining eight subcarriers then form two REGs. We note that the position
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Figure 15.3. An illustration of resource element groups (REGs).

of reference signals subcarriers within a resource block is not fixed and is dependent upon the
cell specific frequency shift applied.

A resource-element group is represented by the index pair (k ′, l′) of the resource element
with the lowest index k in the group with all resource elements in the group having the same
value of l. The REGs can only exist on up to a maximum of four OFDM symbols (first four)
within a subframe. This is because PDCCH can span a maximum of four OFDM symbols for
smaller bandwidths. The first OFDM symbol always has one or two reference signals. Also,
the second OFDM symbol contains two reference signals for antenna ports 2 and 3 in the case
of four cell-specific reference signals. In the case of the first OFDM symbol and the second
OFDM when the number of antenna ports is configured as four, two resource-element groups
in physical resource block nPRB consist of resource elements (k , l) with:

k = k0 + 0, k0 + 1, . . . , k0 + 5, REG1
k = k0 + 6, k0 + 7, . . . , k0 + 11 REG2,

(15.1)

where k0 indicates the first resource element in the resource block and is given as:

k0 = nPRB × N RB
sc , 0 ≤ nPRB < N DL

RB . (15.2)
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It should be noted that even when a single cell-specific reference signal is configured on
antenna port 0, the resource elements reserved for reference signals of antenna port 1 are left
unused. We note that each REG is defined over six resource elements as two resource elements
are used for reference signals.

In the second OFDM symbol in the case of only one or two cell-specific reference signals
configured, the third and fourth OFDM symbols, the three resource-element groups in physical
resource block nPRB consist of resource elements (k , l) with:

k = k0 + 0, k0 + 1, . . . , k0 + 3 REG1

k = k0 + 4, k0 + 5, . . . , k0 + 7 REG2

k = k0 + 8, k0 + 9, . . . , k0 + 11 REG3.

(15.3)

The mapping of a symbol-quadruplet 〈z(i), z(i + 1), z(i + 2), z(i + 3)〉 onto a resource-
element group represented by resource-element (k ′, l′) is defined such that elements z(i) are
mapped to resource elements (k , l) of the resource-element group not used for cell-specific
reference signals in increasing order of i and k . A motivation for defining mapping in terms of
symbol-quadruplets and hence using four resource elements for a REG is that control channels
can use up to four layers SFBC-FSTD transmit diversity scheme (see Chapter 6).

15.3 Control format indicator channel

The control format indicator (CFI) channel is used to dynamically indicate resources used for
downlink control information transmission on a subframe-by-subframe basis. The amount of
resource needed for downlink control information within a subframe depends upon the number
of users scheduled as well as the transmissions formats for these users. The CF indication is
performed in units of OFDM symbols. The idea is that when the OFDM symbols needed
for downlink control information are less than the maximum number of OFDM symbols
that can be used for control, this information can be conveyed to the scheduled UEs and the
unused OFDM symbols can instead be used for data transmission. Therefore, a UE first needs
to decode CFI within a subframe and then decode downlink control information based on
the number of OFDM symbols indicated in CFI. An alternative approach would have been
that UEs could blindly decode the number of OFDM symbols used for control. However,
this would have required additional complexity at the UE. In the LTE system, the downlink
control information is dedicated to a UE and therefore can be power-controlled according to
the UEs channel conditions. In contrast, the CFI needs to be reliably decoded by all the UEs
having scheduling grants within the subframe. Therefore, if power control is applied to CFI,
the power needs to be allocated in such a way that CFI transmission is reliably received by
the scheduled UE experiencing the worst channel conditions in that subframe.

The number of OFDM symbols used for PDCCH in various subframe types is summarized
in Table 15.1. The number of OFDM symbols for PDCCH in MBSFN subframes with four cell
specific antenna ports configured, that is, P = 4, equals two. This is because the reference
signals for the first and second antenna ports are carried in the first OFDM symbol while
reference signals for the third and fourth antenna ports are carried in the second OFDM
symbol (see Chapter 9, Section 9.6.1).

The CFI transmission chain processing is depicted in Figure 15.4. The CFI information
arrives each subframe to the coding unit in the form of an indicator for the time span, in units
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Table 15.1. Number of OFDM symbols used for PDCCH.

Number of OFDM Number fo OFDM
symbols for PDCCH symbols for PDCCH

Subframe when NDL
RB > 10 when NDL

RB ≥ 10

Subframe 1 and 6 for frame structure type 2 1,2 2
MBSFN subframes (one or two cell specific antenna 1,2 2

ports, P = 1, 2)
MBSFN subframes (four cell specific antenna ports, 2 2

P = 4)
MBSFN subframes on a carrier not supporting 0 0

PDSCH
All other cases 1, 2, 3 2, 3, 4

Table 15.2. CFI codewords.

CFI CFI codeword 〈b0, b1, . . ., b31〉
1 〈0, 1, 1, 0, 1, 1, 0, 1, 1, 0, 1, 1, 0, 1, 1, 0, 1, 1, 0, 1, 1, 0, 1, 1, 0, 1, 1, 0, 1, 1, 0, 1〉
2 〈1, 0, 1, 1, 0, 1, 1, 0, 1, 1, 0, 1, 1, 0, 1, 1, 0, 1, 1, 0, 1, 1, 0, 1, 1, 0, 1, 1, 0, 1, 1, 0〉
3 〈1, 1, 0, 1, 1, 0, 1, 1, 0, 1, 1, 0, 1, 1, 0, 1, 1, 0, 1, 1, 0, 1, 1, 0, 1, 1, 0, 1, 1, 0, 1, 1〉
4 (reserved) 〈0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0〉

Coding
10x

repetition
Scrambling Modulation MappingHI

Figure 15.4. CFI transmission chain processing.

of OFDM symbols, of the downlink control information (DCI) in that subframe. The CFI
takes three values CFI = 1, 2, 3 with CFI = 4 reserved. The four CFI codewords given in
Table 15.2 are obtained by using a (3, 2) simplex code with 10 repetitions and appending 2
systematic bits at the end to match the 32 bits allowed on PCFICH (physical control format
indicator channel). The minimum distance for the code in Table 15.2 is dmin = 21.

For bandwidths larger than 1.8 MHz
(
N DL

RB > 10
)
, CFI = 1, 2, 3 indicates that downlink

control information (DCI) occupies one, two or three OFDM symbols respectively. For smaller
bandwidths of 1.8 MHz

(
N DL

RB = 10
)

or less, there is some concern that the DCI may need to
be transmitted in more than three OFDM symbols because the amount of resources available
in an OFDM symbol is less for smaller bandwidths relative to larger bandwidths. In general,
one would expect that the number of users supported on a carrier is also less for smaller
bandwidths and hence DCI resources needed would also be less. Nevertheless, for smaller
bandwidths CFI = 1, 2, 3 indicates that DCI occupies two, three or four OFDM symbols (one
OFDM symbol more than the case of larger bandwidths).

In order to randomize the inter-cell interference, the block of coded bits b(0), . . . ,
b(31) from Table 15.2 is scrambled with a cell-specific sequence resulting in a block of
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scrambled bits b̃(0), . . . , b̃(31) according to:

b̃(i) = (b(i)+ c(i)) mod 2. (15.4)

The scrambling sequence generator is initialized at the start of each subframe as below:

cinit = (⌊ns
/

2
⌋+ 1

) ·
(
2N cell

ID + 1
)

· 29 + N cell
ID , (15.5)

where ns = 0, 1, . . . , 19 is the slot number within a frame and N cell
ID is the physical-layer

cell identity. The term
(⌊

ns
/

2
⌋+ 1

)
increments every other slot or every subframe as

PCFICH is transmitted once per subframe. The scrambling sequence initialization based on
the physical-layer cell identity N cell

ID guarantees that the neighboring cells use different scram-
bling sequences for PCFICH. The PCFICH always uses QPSK modulation. Therefore, 32
coded and scrambled bits are mapped to 16 QPSK symbols. These 16 symbols are further
divided into 4 groups of 4 modulation symbols each for transmit diversity processing. The
PCFICH uses the same number of antenna ports and the same transmit diversity scheme as
the physical broadcast channel (PBCH). It should be noted that the number of antenna ports
is blindly decoded by multiple decoding hypothesis testing on PBCH. Therefore, after suc-
cessfully decoding the PBCH, the UEs have knowledge about the number of antenna ports
used in the cell. Therefore, there is no need to explicitly signal the number of antenna ports
for downlink control information transmission. The output of transmit diversity processing is
four quadruplets with each quadruplet consisting of four complex-valued symbols:

z(p)(i) = 〈y(p)(4i), y(p)(4i + 1), y(p)(4i + 2), y(p)(4i + 3)〉, (15.6)

where z(p)(i) denote symbol quadruplet i = 0, 1, 2, 3 for antenna port p = 0, 1, . . . ,
(P − 1). For each of the antenna ports, symbol quadruplets are mapped in increasing order of
i to the four resource-element groups in the first OFDM symbol in a downlink subframe with
the representative resource-element given by:

k = (N RB
sc

/
2
) [(

N cell
ID mod 2N DL

RB

)
+ ⌊i × N DL

RB

/
2
⌋]

i = 0, 1, 2, 3, (15.7)

where the additions are modulo N DL
RB N RB

sc .
Let us consider an example assuming N DL

RB = 25 and N RB
sc = 12, which leads to N DL

RB N RB
sc =

300. For even-numbered physical-layer cell identity k = 0, 72, 150, 222 and for odd-numbered
physical-layer cell identity k = 150, 222, 0, 72. We note that the four REGs used for CFI are
almost uniformly distributed in frequency as illustrated in Figure 15.5, a desired effect to
benefit from frequency-diversity.

15.4 Downlink resource allocation

In an SC-FDMA or OFDM system, the frequency-domain resource allocation information
needs to be signaled to the UE. Because of the large number of resource blocks within the
frequency band, the resource allocation is one of the largest fields in the downlink control
information. In the case of SC-FDMA uplink, the allocated resource blocks need to be con-
tiguous to guarantee single-carrier property. While the contiguous resource allocation can be
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Figure 15.5. PCFICH mapping to resource element groups (REG).

signaled with the minimum number of signaling bits, it also results in limiting the scheduling
flexibility. In the case of OFDM, non-contiguous resource blocks can be allocated thus pro-
viding maximum scheduling flexibility. However, the signaling overhead also increases for
non-contiguous resource block allocations. In order to provide various choices of scheduling
performance and signaling overhead, multiple resource allocation types are defined. A con-
tiguous resource allocation scheme is defined for both the uplink and the downlink.As pointed
out earlier, a contiguous resource allocation is necessary in the uplink due to single-carrier
access. In the downlink, contiguous resource allocation provides a low overhead alternative
while limiting scheduling flexibility. In addition to contiguous resource allocation, two types
of non-contiguous resource allocations using a bitmap-based signaling are defined for the
downlink.

Resource allocation type 0
The type 0 resource allocation allows allocating non-contiguous group of resource blocks
referred to as resource block groups (RBGs) using a bitmap where a RBG is a set of consecutive
physical resource blocks (PRBs) as shown in Figure 15.6. The bitmap is defined on a group
of resource blocks to reduce the signaling overhead. The resource block group size (P) is a
function of the system bandwidth as given in Table 15.3. We note that resource block group
size P in Table 15.3 is the same as the CQI subband size k in Table 14.17 for

(
N DL

RB ≥ 11
)
. This

allows matching the resource allocation to the channel quality feedback. The total number of
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Figure 15.6. An illustration of type 1 resource allocation for NDL
RB = 12, P = 2 and

⌈
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⌉

= 6.

Table 15.3. Type 0 resource
allocation RBG size vs. downlink
system bandwidth.

System bandwidth RBG size

NDL
RB (P)

≤ 10 1
11 – 26 2
27 – 63 3
64 – 110 4

RBGs (NRBG) for downlink system bandwidth of N DL
RB PRBs is given by:

NRBG =
⌈

N DL
RB

P

⌉
, (15.8)

where
⌊
N DL

RB /P
⌋

of the RBGs are of size P and if
⌈
N DL

RB /P
⌉ − ⌊N DL

RB /P
⌋
> 0 then one of

the RBGs is of size N DL
RB − P · ⌊N DL

RB /P
⌋
. The bitmap is of size NRBG bits with one bitmap

bit per RBG such that each RBG is addressable. We note that for small system bandwidth(
N DL

RB ≤ 10
)
, P = 1 and hence each resource block can be allocated with full flexibility.
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The RBG size is increased with system bandwidth because the signaling overhead would be
overwhelming if the resource block level bitmap is used for larger bandwidths.

Resource allocation type 1
The type 1 resource allocation allows allocating resources on an RB level even for larger
bandwidths using the same number of resource allocation bits as in type 0 resource allocation.
This is achieved by defining RBG subsets where the number of RBG subsets is equal to the
resource block group size P in type 0 resource allocation. We note that the number of RBG
subsets P is equal to the number of bandwidth parts given in Table 14.6 that are used for
subband CQI reports sent in a time cycling fashion on PUCCH. Therefore, type 1 allocations
can be used to match the resource allocations on the downlink to the subband CQI feedback
provided on PUCCH. Moreover, the number of subsets is picked equal to the resource block
group size P to make the total resource allocation bits the same between type 0 and type 1
resource allocation. The resource blocks within each subset can be allocated using a bitmap.
A bitmap of size

⌈
N DL

RB /P
⌉

indicates to a scheduled UE the PRBs from the set of PRBs from
one of P RBG subsets. The portion of the bitmap used to address PRBs in a selected RBG
subset has size N TYPE1

RB and is defined as:

N TYPE1
RB = ⌈N DL

RB /P
⌉− (⌈log2(P)

⌉+ 1
)

, (15.9)

where
⌈
N DL

RB /P
⌉

is the overall bitmap size and
⌈
log2(P)

⌉
is the minimum number of bits

needed to select one of the P RBG subsets and one additional bit is used to indicate whether
the addressable PRBs of a selected RBG subset is left shifted or right shifted. The shift is
needed for addressability of all PRBs since the number of PRBs in an RBG subset is larger
than the PRB addressing portion of the bitmap as indicated by N TYPE1

RB <
⌈
N DL

RB /P
⌉
. An

example of type 1 resource allocation is depicted in Figure 15.6 for N DL
RB = 12,P = 2 and⌈

N DL
RB /P

⌉ = 6. In the case of type 0 resource allocation, a 6-bits long bitmap can be used
to indicate one of the six resource block groups. With two RBG subsets, we need 1 bit to
indicate selection of one of the two RBG subsets this leaves us with only 5 bits to indicate
PRBs within a subset. However, the number of PRBs in each subset is six. This problem is
solved by using another bit (leaving only 4 bits for the bitmap) to indicate the bitmap shift of
the selected RBG subset so that all the PRBs within a subset can be allocated. Note that for
resource allocation to one UE, the bitmap shift can be towards the right while for another UE
the shift can be towards the left.

Resource allocation type 2
The type-2 resource allocation is used for uplink assignments that require a set of contiguous
resource blocks as well as compact downlink assignments. In the downlink, the resource
allocation information indicates to a scheduled UE a set of contiguously allocated localized
virtual resource blocks or distributed virtual resource blocks depending on the setting of a
1-bit flag carried on the associated PDCCH. Localized VRB allocations for a UE vary from a
single VRB up to a maximum number of VRBs spanning the system bandwidth. Distributed
VRB allocations for a UE vary from a single VRB up to N DL

VRB VRBs if N DL
RB < 50 and vary

from a single VRB upto 16 if N DL
RB ≥ 50, where N DL

VRB is defined in Chapter 8. With a total
of NRB resource blocks, the number of combinations for resource allocation when the start
position is the first RB is NRB. Similarly, when the start position is the second RB, the number
of possible end positions is (NRB − 1) and so on. The total number of possible combinations
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can then be obtained as:

NRB + (NRB − 1)+ (NRB − 2)+ · · · + 1 + 2 = NRB(NRB + 1)

2
. (15.10)

This approach for contiguous RB allocation can save some signaling bits in some cases relative
to the case of an explicit indication of the start position and the end position (or the number
of RBs allocated).

A type-2 resource allocation field consists of a resource indication value (RIV) correspond-
ing to a starting resource block (RBstart) and a length in terms of contiguously allocated
resource blocks (LCRBs). The resource indication value is defined by:

RIV =




N DL
RB (LCRBs − 1)+ RBstart (LCRBs − 1) ≤ ⌊N DL

RB /2
⌋

N DL
RB (N

DL
RB − LCRBs + 1)+ (N DL

RB − 1 − RBstart) otherwise.

(15.11)

For uplink scheduling using DCI format 0, the resource indication value is defined by:

RIV =




N UL
RB (LCRBs − 1)+ RBstart (LCRBs − 1) ≤ ⌊N UL

RB /2
⌋

N UL
RB (N

UL
RB − LCRBs + 1)+ (N UL

RB − 1 − RBstart) otherwise.

(15.12)

An example of resource allocation type 2 signaling for NRB = 6 is illustrated in Figure 15.7.
The total number of combinations to signal in this case are:

NRB(NRB + 1)

2
= 6(6 + 1)

2
= 21. (15.13)

These combinations numbered from zero to 20 can be signaled using a total of 5 bits. It should
be noted that the number of signaling bits needed would be six if the explicit start position and
end position are indicated using 3 bits each for the case of six resource blocks. The numbering
of the combinations in Figure 15.7 is obtained using (15.11).

In the case where PUCCH transmissions use an odd number of resource block pairs, one
PRB within a slot on each band edge is not used by PUCCH as shown in Figure 15.8.Therefore,
when a PUSCH resource allocation includes PRBs at a carrier band edge then the PRB of the
allocated PUSCH band edge PRB pair occupied by the PUCCH resource slot is not used for
the PUSCH.

15.5 Downlink control information

The downlink control information (DCI) carries downlink or uplink scheduling information
as well as uplink power control commands. A dedicated control (also referred to as separate
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Figure 15.7. An illustration of resource allocation type 2 signaling for NRB = 6.
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Figure 15.8. An illustration of PUSCH resource allocation where PUCCH transmissions use an
odd number of resource block pairs.

coding) approach is used for the physical downlink control channel (PDCCH) in the LTE
system. A dedicated control approach was selected over the common control (also referred to
as joint coding) approach because it allows one to perform link adaptation and power control
according to the channel conditions of the UE addressed in PDCCH. A drawback of this
approach, however, is increased number of PDCCH blind decodings that each UE needs to
perform. This is because multiple PDCCHs can be present in a subframe and a large number
of possible PDCCH transmission formats is supported.
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The control information is different between the uplink and the downlink as well as among
different downlink transmission modes. For example, a synchronous hybrid ARQ is used in
the uplink, which does not require signaling of the hybrid ARQ process number. In contrast, a
hybrid ARQ process needs to be indicated in the downlink due to asynchronous hybrid ARQ
retransmissions. Additionally, multiple modes such as single antenna port, transmit diversity,
spatial multiplexing and closed-loop rank 1 are defined for downlink transmissions. The
control information can be different between, for example, closed-loop spatial multiplexing
and transmit diversity. This is because a single codeword is carried in transmit diversity mode
while two codewords are transmitted in spatial multiplexing. In the case of two codewords,
MCS, new data indicator and redundancy version need to be signaled separately for both the
codewords. Moreover, precoding information is signaled in the case of closed-loop spatial
multiplexing while no precoding needs to be signaled for transmit diversity mode.

A simple DCI design would have been possible by using a single format with the largest
amount of control information required by any mode. However, this would be quite ineffi-
cient from a control overhead perspective because unnecessary control information would be
transmitted in some transmission modes. On the other hand, many different formats compli-
cate the system operation because they require a large number of blind hypotheses testing,
which also affects false alarm performance. Therefore, a relatively small set of DCI formats is
defined by reusing some of the formats among multiple transmission modes. As an example,
the formats used for uplink scheduling grants and compact downlink assignments share the
same number of payload bits. A 1-bit flag, however, is required to differentiate between the
uplink and downlink assignments.

15.5.1 DCI formats

DCI Format 0
The DCI format 0 carries information for scheduling uplink transmissions on PUSCH. The
different fields of format 0 are summarized in Table 15.4. The number of bits required for
resource block assignment (type-2 resource allocation) and hopping resource allocation is
given as:

N assign
RB =



(⌈

log2(N
UL
RB (N

UL
RB + 1)/2)

⌉)
non-hopping(⌈

log2(N
UL
RB (N

UL
RB + 1)/2)

⌉− NUL_hop
)

hopping.

(15.14)

It should be noted that in order to keep the single-carrier property of SC-FDMA, the
resources allocations in the uplink are always contiguous.

In (15.14), NUL_hop indicates hopping information and is one or two bits based on the
system bandwidth as given in Table 15.5. The number of contiguous RBs that can be assigned
to a hopping user is limited to:

min
(⌊

2y/N UL
RB

⌋
,
⌊
N PUSCH

RB /Nsb
⌋)

, (15.15)
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Table 15.4. DCI format 0.

Field Bits

Format0/format1A differentiation flag 1
Hopping flag 1

Resource block assignment and hopping resource allocation
⌈
log2(N

UL
RB (N

UL
RB + 1)/2)

⌉
Modulation and coding scheme and redundancy version 5
New data indicator 1
TPC command for scheduled PUSCH 2
Cyclic shift for DM RS 3
CQI request 1

Table 15.5. Max PUSCH BW, and number of hopping bits vs. system bandwidth.

System BW NUL
RB Max BW assigned to a hopping user Number of hopping bits NUL_hop

6–49 min
(⌊

2y/NUL
RB

⌋
,
⌊
NPUSCH

RB /Nsb

⌋)
1

50–110 min
(⌊

2y/NUL
RB

⌋
,
⌊
NPUSCH

RB /Nsb

⌋)
2

where the number of subbands Nsb is set by higher layers and N PUSCH
RB is given as:

N PUSCH
RB =




N UL
RB − N PUCCH

RB N PUCCH
RB even

N UL
RB − N PUCCH

RB + 1 N PUCCH
RB odd,

(15.16)

where N PUCCH
RB is the number of RBs allocated to PUCCH. When N PUCCH

RB is odd, an RB
at the edge of the bandwidth in each slot is not used for PUCCH. This is because of slot-level
hopping used for PUCCH and the fact that PUCCH is transmitted at the band edge to assure
the single-carrier property of SC-FDMA.

For PUSCH hopping type 1, the hopping bits are used to obtain the value of ñPRB(i) as
indicated in Table 15.6. The lowest index PRB (nS1

PRB) of the first slot RA in subframe i is
defined as:

nS1
PRB(i) = ñS1

PRB(i)+ ⌈N PUCCH
RB /2

⌉
. (15.17)

The lowest index PRB (nPRB(i)) of the second slot RA in subframe i is defined as:

nPRB(i) = ñPRB(i)+ ⌊N PUCCH
RB /2

⌋
. (15.18)

In PUSCH hopping type 2 the set of physical resource blocks to be used for transmission
in slot ns is given by the scheduling grant together with a predefined pattern (see Chapter 8,
Section 8.6).
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Table 15.6. PDCCH DCI format 0 hopping bit definition.

System BW Number of Information in
NUL

RB hopping bits hopping bits ñPRB(i)

6 – 49 1
0

(⌊
NPUSCH

RB /2
⌋

+ ñS1
PRB(i)

)
mod

NPUSCH
RB ,

1 Type 2 PUSCH hopping

00
(⌊

NPUSCH
RB /4

⌋
+ ñS1

PRB(i)
)

mod

NPUSCH
RB ,

50 – 110 2 01
(
−
⌊
NPUSCH

RB /4
⌋

+ ñS1
PRB(i)

)
mod

NPUSCH
RB ,

10
(⌊

NPUSCH
RB /2

⌋
+ ñS1

PRB(i)
)

mod

NPUSCH
RB ,

11 Type 2 PUSCH hopping

Table 15.7. DCI format 1.

Field Bits

Resource allocation type 0 / type 1 flag 1

Resource block assignment
Type 0

⌈
NDL

RB /P
⌉

Type 1
(⌈

NDL
RB /P

⌉
− ⌈log2 (P)

⌉− 1
)

Modulation and coding scheme 5
HARQ process number 3
New data indicator 1
Redundancy version 2
TPC command for PUCCH 2

DCI format 1
The DCI format 1 carries information for scheduling transmission of one codeword on PDSCH.
The contents of format 1 are given in Table 15.7 which supports both types 0 and 1 resource
allocations as described in Section 15.4. For small downlink bandwidths with N RB

DL ≤ 10,
there is no resource allocation header and resource allocation type 0 is assumed. For resource
allocation type 0, a

⌈
N DL

RB /P
⌉
-bits-long bitmap provides the resource allocation information.

For resource allocation type 1,
⌈
log2 (P)

⌉
bits are used to indicate the selected resource blocks

subset, 1 bit indicates a shift of the resource allocation span and
(⌈

N DL
RB /P

⌉− ⌈log2 (P)
⌉− 1

)
bits provide the resource allocation information. When the number of information bits in
format 1 is equal to that in format 0/1A, one bit of value zero is appended to format 1 to avoid
confusing format 1 with format 0/1A.

DCI format 1A
DCI format 1A is used for the compact scheduling of one PDSCH codeword. Since format 0
and format 1A share the same payload size, a 1-bit flag is used to differentiate between
the two formats. The other fields in format 1A are summarized in Table 15.8. Similar to
format 0,

⌈
log2(N

DL
RB (N

DL
RB + 1)/2)

⌉
bits are used for resource block assignment (type-2
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Table 15.8. DCI format 1A.

Field Bits

Format0/format1A 1
differentiation flag

Localized/distributed VRB 1
assignment flag

Resource block assignment localized VRB
⌈
log2(N

DL
RB (N

DL
RB + 1)/2)

⌉
distributed VRB NDL

RB < 50
⌈
log2(N

DL
RB (N

DL
RB + 1)/2)

⌉
distributed VRB NDL

RB ≥ 50
(⌈

log2(N
DL
RB (N

DL
RB + 1)/2)

⌉
− 1
)

Modulation and coding scheme 5
HARQ process number 3
New data indicator 1
Redundancy version 2
TPC command for PUCCH 2

Table 15.9. DCI format 1B.

Field Bits

Localized/distributed VRB 1
assignment flag

Resource block assignment
localized VRB

⌈
log2(N

DL
RB (N

DL
RB + 1)/2)

⌉
distributed VRB NDL

RB < 50
⌈
log2(N

DL
RB (N

DL
RB + 1)/2)

⌉
distributed VRB NDL

RB ≥ 50
(⌈

log2(N
DL
RB (N

DL
RB + 1)/2)

⌉
− 1
)

Modulation and coding scheme 5
HARQ process number 3
New data indicator 1
Redundancy version 2
TPC command for PUCCH 2

Precoding information
2 antenna ports 2
4 antenna ports 4

resource allocation). However, for distributed VRB allocations for system bandwidths larger
than 50 RBs

(
N DL

RB ≥ 50
)
, 1 bit among the resource assignment bits is used to indicate

Ngap = Ngap,i, i = 1, 2, and the remaining
(⌈

log2(N
DL
RB (N

DL
RB + 1)/2)

⌉+ 1
)

bits provide
the resource allocation information.

DCI format 1B
The DCI format 1B is used for the compact scheduling of one PDSCH codeword with MIMO
precoding information, see Table 15.9. The remaining contents of format 1B are the same
as format 1A with the difference that a 1-bit flag to differentiate between format 0/1B is not
needed. This is because with the precoding information, the size of format 1B becomes greater
than that of format 0. The precoding information consists of two and four bits for two and
four antenna ports respectively. We note that the precoding information does not include the
rank information as the rank is always one for the case of one PDSCH codeword.
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Table 15.10. DCI format 1C.

Field Bits

Gap flag 0 or 1
Resource block assignment See (15.19)
Transport block size 5

DCI format 1C
DCI format 1C is used for highly compact assignments where transmissions on DL-SCH
use QPSK modulation and distributed virtual resource blocks. This format carries scheduling
assignment of system information (SI), random access response and paging. For scheduling
assignment of system information (SI), the 2-bit redundancy version is implicitly derived by
system frame number (SFN) and subframe number. For random access response and paging,
no redundancy version signaling is necessary since HARQ combining is not used for these
messages. Therefore, there is no need for explicit redundancy version signaling in DCI format
1C. The information size of PDCCH DCI format 1C is same for the scheduling assignment
of SI, random access response and paging.

The control information fields for format 1C are summarized in Table 15.10. A 1-bit flag
indicates the distributed transmission gap value for N DL

RB ≥ 50, where value 0 indicates
Ngap = Ngap,1 and value 1 indicates Ngap = Ngap,2. For N DL

RB < 50, there is a single gap value
and hence the 1-bit gap flag is not defined. The number of bits for resource block assignment
is given as: 

log2



[

NDL
VRB,gap1

N step
RB

]
.

([
NDL

VRB,gap1

N step
RB

]
+ 1

)
2




 , (15.19)

where N DL
VRB,gap1 is given by (8.7). N step

RB = 2,4 for N DL
RB < 50 and N DL

RB ≥ 50 respectively. The

distributed VRB allocatins in format 1C vary from N step
RB VRB(s) up to ([N DL

VRB/N
step
RB ].N step

RB )

VRBs with an increment step of N step
RB .

DCI format 1D
The DCI format 1D is used for compact scheduling of one PDSCH codeword with precoding
and power offset information, see Table 15.11. The power offset information is required for
multi-user MIMO (see Chapter 7, Section 7.6.2) scheduling in the downlink. This is because
when more than one UE is scheduled on the same resource blocks, the total power is shared
among the UEs. The two power offset values represented by ‘1’ and ‘0’ are 0 and –3dB
respectively relative to the single user transmit power offset signaled by higher layers. The
remaining fields of format 1D are the same as those of fomat 1B. The format 1D is used with
wideband precoding feedback from the UE and hence subband precoding confirmation is not
required.

DCI format 2
The DCI format 2 is used for scheduling PDSCH to UEs configured in closed-loop spatial
multiplexing mode.The information transmitted in DCI format 2 is summarized inTable 15.12.
The resource allocation information in format 2 is conveyed in the same way as in format 1. In
spatial multiplexing mode, two codewords are transmitted. Therefore, the difference relative
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Table 15.11. DCI format 1D.

Field Bits

Localized/distributed VRB 1
assignment flag

Resource block assignment
localized VRB

⌈
log2(N

DL
RB (N

DL
RB + 1)/2)

⌉
distributed VRB NDL

RB < 50
⌈
log2(N

DL
RB (N

DL
RB + 1)/2)

⌉
distributed VRB NDL

RB ≥ 50
(⌈

log2(N
DL
RB (N

DL
RB + 1)/2)

⌉
− 1
)

Modulation and coding scheme 5
HARQ process number 3
New data indicator 1
Redundancy version 2
TPC command for PUCCH 2

Precoding information
2 antenna ports 2
4 antenna ports 4

Downlink power offset 1

Table 15.12. DCI format 2.

Field Bits

Resource allocation type 0/type 1 flag 1

Resource block assignment
Type 0 [NDL

RB /P]

Type 1
([

NDL
RB /P

]
− [log2 (P)

]− 1
)

HARQ process number 3
Transport block to codeword swap flag 1
TPC command for PUCCH 2

Modulation and coding scheme 5
New data indicator Transport block 1 1

Redundancy version 2
Modulation and coding scheme 5
New data indicator Transport block 2 1
Redundancy version 2

Precoding information
3 for P = 2
6 for P = 4

to format 1 is that MCS, new data indicator and redundancy version are indicated separately.
Additionally, a 1-bit transport block to codeword swap flag allows switching mapping of
transport blocks to codewords and hence mapping of transport blocks to MIMO layers. As in
DCI format 1, for small downlink bandwidths with N DL

RB ≤ 10, there is no resource allocation
header and resource allocation type 0 is assumed.

The transport block (TB) to codeword (CW) mapping is given in Table 15.13. When both
transport blocks are enabled, the transport block to codeword swap flag determines the trans-
port block to codeword swap flag is reserved and the transport block to codeword mapping
is predetermined as given in Table 15.13. The disabling of a transport block is indicated by a
predetermined combination of MCS and redundancy version fields for that transport block.
A transport block is disabled if IMCS = 0 (see Table 12.1) and if rvidx = 1. Otherwise, the
transport block is enabled.
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Table 15.13. Transport block (TB) to codeword (CW) mapping.

Transport block to codeword swap flag CW1 CW2

Two transport blocks enabled 0 TB1 TB2
1 TB2 TB1

One transport block enabled
Reserved TB1 NA

TB2 NA

The contents of the precoding information field for two and four antenna ports are summa-
rized in Tables 15.14 and 15.15 respectively. The interpretation of the precoding information
field depends on the number of enabled codewords according to Tables 15.14 and 15.15. A
single enabled codeword is transmitted on a single layer with transmission rank 1 (TRI = 1).
However, an exception is allowed when a codeword that is transmitted over two layers needs a
hybrid ARQ retransmission. In this case a single codeword can be transmitted over two layers
with (TRI = 2). It should be noted that this situation can only happen when the rank on initial
transmission of two codewords is greater than 2 (TRI > 2). Therefore, the transmission of
a single codeword with rank-2 only applies to the case of four antenna ports as indicated in
Table 15.15. In short, the combination of a single enabled codeword and (TRI = 2) is only
supported for retransmission of the corresponding hybrid ARQ process.

We note from Table 15.12 that multiple PMI is not indicated on the downlink. When
multiple subbands PMI mode is configured, eNB uses a confirmation mechanism where some
combinations of the precoding field are used to confirm that the eNB is using the PMI as
reported by the UE in the most recent feedback message, In these cases, the precoding for
the corresponding RB(s) in subframe n is according to the latest PMI(s) reported by the UE
on PUSCH, on or before subframe (n − 4). This approach allows one to use subband PMI
without additional overhead on the downlink. The same three or six bits precoding field also
allows to indicate a single PMI when the precoding is the same for all the resource blocks
allocated to a UE.

DCI format 2A
The DCI format 2A is used for scheduling PDSCH to UEs configured in open-loop spatial
multiplexing mode without PMI feedback. The information transmitted in DCI format 2A
is summarized in Table 15.16. As in DCI format 1 and DCI format 2, for small downlink
bandwidths with N DL

RB ≤ 10, there is no resource allocation header and resource allocation
type 0 is assumed. The only difference relative to format 2 is that precoding information is
zero and two bits for two and four antenna ports respectively. Therefore, in the case of open-
loop spatial multiplexing transmission mode with two antenna ports (P = 2), the precoding
information field is not present.Afixed 2×2 identity matrix is instead used for transmission of
two codewords in open-loop spatial multiplexing mode for the case of two antenna ports. The
information on the number of transmission layers is derived from the information obtained
if one codeword or two codewords are enabled and a single layer transmission is assumed if
codeword 1 is enabled while codeword 2 is disabled. A single codeword is transmitted using
two antenna ports SFBC transmit diversity scheme.

The transport block (TB) to codeword (CW) mapping is the same as in format 2 given
in Table 15.13. When both transport blocks are enabled, the transport block to codeword
swap flag determines the transport block to codeword mapping. In the case where one of the
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Table 15.14. Precoding information field for two antenna ports.

Number of codewords

1 2

Bit field Bit field
mapped to mapped
index Message to index Message

0 TRI = 1: transmit 0 TRI = 2: Precoding
diversity corresponding to

precoder matrix

1
2

[
1 1
1 −1

]
1 TRI = 1: Precoding 1 TRI = 2: Precoding

corresponding to corresponding to
precoder vector precoder matrix[

1 1
]T
/
√

2 1
2

[
1 1
j −j

]
2 TRI = 1: Precoding 2 TRI = 2: Precoding

corresponding to according to the latest
precoder vector PMI report on[

1 −1
]T
/
√

2 PUSCH, using the
precoder(s) indicated
by the reported
PMI(s)

3 TRI = 1: Precoding 3 Reserved
corresponding to
precoder vector[

1 j
]T
/
√

2

4 TRI = 1: Precoding 4 Reserved
corresponding to
precoder vector[

1 −j
]T
/
√

2

5 TRI = 1: Precoding 5 Reserved
according to the latest
PMI report on PUSCH,
using the precoder(s)
indicated by the reported
PMI(s), if R1 = 2 was
reported, using first column
of all precoders implied by the
reported PMI(s)

6 TRI = 1: Precoding 6 Reserved
according to the latest
PMI report on PUSCH,
using the precoder(s)
indicated by the reported
PMI(s), if R1 = 2 was
reported, using second column
of all precoders implied by the
reported PMI(s)

7 Reserved 7 Reserved
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Table 15.15. Precoding information field for four antenna ports.

Number of codewords

1 2

Bit field Bit field
mapped to mapped
index Message to index Message

0 TRI = 1: transmit 0 TRI = 2: TPMI = 0
diversity

1 TRI = 1: TPMI = 0 1 TRI = 2: TPMI = 1

2 TRI = 1: TPMI = 1
...

...

...
...

... TRI = 2: TPMI = 15

16 TRI = 1: TPMI = 15 16 TRI = 2: Precoding
according to the latest
PMI report on PUSCH
using the precoder(s)
indicated by the reported
PMI(s)

17 TRI = 1: Precoding 17 TRI = 1: TPMI = 0
according to the latest
PMI report on PUSCH using
the precoder(s) indicated
by the reported PMI(s)

18 TRI = 2: TPMI = 0 18 TRI = 3: TPMI = 1

19 TRI = 2: TPMI = 1
...

...

...
... 32 TRI = 3: TPMI = 15

33 TRI = 2: TPMI = 15 33 TRI = 3: Precoding
according to the latest
PMI report on PUSCH using
the precoder(s) indicated
by the reported PMI(s)

34 TRI = 2: Precoding 34 TRI = 4: TPMI = 0
according to the latest
PMI report on PUSCH using
the precoder(s) indicated
by the reported PMI(s)

35 – 63 Reserved 35 TRI = 4: TPMI = 1
...

...
49 TRI = 4: TPMI = 15
50 TRI = 4: Precoding

according to the latest
PMI report on PUSCH
using the precoder(s)
indicated by the reported
PMI(s)
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Table 15.15. (Continued).

Number of codewords

1 2

Bit field Bit field
mapped to mapped
index Message to index Message

51 – 63 TRI = 3: Precoding
according to the latest
PMI report on PUSCH
using the precoder(s)
indicated by the reported
PMI(s)

0 TRI = 1: transmit 0 TRI = 2: TPMI = 0
diversity

Table 15.16. DCI format 2A.

Field Bits

Resource allocation type 0 / type 1 flag 1

Resource block assignment
Type 0 [NDL

RB /P]

Type 1
([

NDL
RB /P

]
− [log2 (P)

]− 1
)

HARQ process number 3
Transport block to codeword swap flag 1
TPC command for PUCCH 2

Modulation and coding scheme 5
New data indicator Transport block 1 1
Redundancy version 2

Modulation and coding scheme 5
New data indicator Transport block 2 1
Redundancy version 2

Precoding information
0 for P = 2
2 for P = 4

transport blocks is disabled, the transport block to codeword swap flag is reserved and the
transport block to codeword mapping is predetermined as given in Table 15.13. Similar to
format 2, the combination of a single enabled codeword and (RI = 2) is only supported for
retransmission of the corresponding hybrid ARQ process.

The contents of the precoding information field for four antenna ports are summarized
in Table 15.17. For rank-1 transmissions, four antenna ports SFBC-FSTD transmit diversity
scheme is applied. For rank greater than one, a precoder cycling approach with large delay
CDD as described in Chapter 7 (Section 7.6) is employed. It should be noted that precoder
cycling is not allowed for the two-antenna ports case as a fixed 2 × 2 identity matrix is used
for transmission of two codewords in open-loop spatial multiplexing mode for the case of two
antenna ports.
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Table 15.17. Precoding information field for four antenna ports for open-loop spatial multiplexing.

Number of codewords

1 2

Bit field Bit field
mapped to mapped
index Message to index Message

0 RI = 1: transmit diversity 0 RI = 2: precoder cycling
with large delay CDD

1 RI = 2: precoder cycling 1 RI = 3: precoder cycling
with large delay CDD with large delay CDD

2 Reserved 2 RI = 4: precoder cycling
with large delay CDD

3 Reserved 3 Reserved

DCI format 3 and 3A
The DCI format 3 and 3A are used for the transmission of TPC commands for PUCCH and
PUSCH with two bits and a single bit power adjustments respectively. The number of TCP
commands transmitted, N , in format 3 and format 3A are given as:

N =




⌊
Lformat 0

2

⌋
, format3

Lformat 0, format3A,

(15.20)

where Lformat 0 is equal to the payload size of format 0 before CRC attachment.

15.5.2 PDCCH monitoring

As was pointed out earlier, the dedicated control approach used for PDCCH results in a large
number of blind decodings because multiple PDCCHs are transmitted in a subframe possibly
using multiple transmission formats. In order to keep the number of blind decoding that a UE
needs to make in a subframe manageable, the concept of search spaces and aggregation levels
is defined.

The control region consists of a set of control channel elements (CCEs), numbered from 0
to NCCE,k − 1, where NCCE,k is the total number of CCEs in the control region of subframe k .
The UE monitors a set of PDCCH candidates for control information. The UE is not required
to decode control information on a PDCCH if the channel-code rate is larger than 3/4, where
channel-code rate is defined as the number of downlink control information bits (including
RNTI) divided by the number of physical channel bits on the PDCCH. For example, a PDCCH
mapped to a single CCE can carry a maximum of 72 coded bits as given in Table 15.20, below.
Therefore, a UE can assume that DCI formats containing more than 54 bits are not transmitted
on a single CCE. A control channel element (CCE) that consists of 9 resource element groups
can carry a total of 36 modulation symbols and hence a total of 72 coded bits using QPSK
modulation.
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The set of PDCCH candidates to monitor is defined in terms of search spaces, where a search
space S(L)k at aggregation level L ∈ {1, 2, 4, 8} is defined by a set of PDCCH candidates. The

CCEs corresponding to PDCCH candidate m of the search space S(L)k are given by

L · {(Yk + m) mod
[
NCCE,k/L

]}+ i, (15.21)

where Yk is defined in (15.22), i = 0, · · · , L − 1, and m = 0, · · · , M (L) is the number of
PDCCH candidates to monitor in the given search space.

A UE monitors one common search space at each of the aggregation levels 4 and 8 and
one UE-specific search space at each of the aggregation levels 1, 2, 4, 8. The common and
UE-specific search spaces may overlap. The aggregation levels defining the search spaces and
the corresponding DCI formats that the UE monitors are listed in Table 15.18. A UE monitors
either DCI format 3 or format 3A as determined by the configuration. The DCI formats that
the UE monitors in the UE specific search spaces is a subset of those listed in Table 15.18 and
depends on the configured transmission mode as given in Table 15.19.

An example of PDCCH monitoring for UE-specific search space with aggregation level
L = 2 in Table 15.8 is shown in Figure 15.9. The total number of CCEs that are monitored
is 12 and the number of PDCCH candidates M (2) = 6. We would also like to point out that
a PDCCH consisting of L consecutive CCEs only starts on a CCE fulfilling i mod L = 0,
where i is the CCE number. Therefore, with L = 2, the PDCCH starts at even-numbered CCEs
and therefore the UE only needs to monitor six PDCCHs in Figure 15.8. In the case where
this condition is not enforced, the number of possible decoding would be larger than six as a
PDCCH can start at any CCE number.

Table 15.18. PDCCH candidates monitored by a UE.

Search space S(L)k

Type Aggregation Number of PDCCH
level L Size [in CCEs] candidates M (L) DCI formats

UE-specific

1 6 6

0, 1, 1A,1B, 2, 2A
2 12 6
4 8 2
8 16 2

Common
4 16 4

0, 1A, 1C, 3/3A
8 16 2

Table 15.19. Reference DCI format(s) supported by each transmission mode.

Transmission mode Scheme Reference DCI format

1 Single-antenna port (p = 0) 1, 1A
2 Transmit diversity 1, 1A
3 Open-loop spatial multiplexing 2A
4 Closed-loop spatial multiplexing 2
5 Multi-user MIMO ID
6 Closed-loop rank = 1 precoding 1B
7 Single-antenna port; port 5 1, 1A
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CCE #i
CCE #(i+1)

CCE #(i+11)

PDDCH #0

PDDCH #1

PDDCH #2

PDDCH #3

PDDCH #4

PDDCH #5

Figure 15.9. PDCCH monitoring for UE-specific search space with aggregation level L = 2.

For the common search spaces, Z(L)k is set to 0 for the two aggregation levels L = 4 and 8.

For the UE-specific search space S(L)k at aggregation level L, the variable Z(L)k is defined by:

Z (L)k = L · (Yk mod
⌊
NCCE,k

/
L
⌋)

Yk = (A · Yk−1) mod D
, (15.22)

where Y−1 = nRNTI �= 0, A = 39 827 and D = 65 537.
A UE receives PDSCH broadcast control transmissions including paging, RACH response

and BCCH associated with DCI formats 1Aor 1C signaled by a PDCCH in the common search
spaces. In addition, the UE is semi-statically configured to receive PDSCH data transmissions
signaled via PDCCH UE-specific search spaces, based on one of the transmission modes given
in Table 15.9. A UE not configured to receive PDSCH data transmissions based on one of the
transmission modes may receive PDSCH data transmissions with DCI format 1A signaled by
a PDCCH in its UE specific search spaces or the common search spaces.

15.5.3 PDCCH formats

Acontrol channel element (CCE) that consists of nine resource element groups is the minimum
unit of transmission for PDCCH. A physical control channel is transmitted on an aggregation
of one, two, four or eight consecutive control channel elements (CCEs) as given in Table 15.20.
A PDCCH consisting of L consecutive CCEs may only start on a CCE fulfilling i mod L = 0,
where i is the CCE number as shown in Figure 15.10. This condition is applied to help reduce
the number of blind decoding assumptions. We should point out that there is no explicit
relationship between PDCCH formats in Table 15.20 and the DCI formats described in Section
15.5.1. For example, it should not be assumed that DCI format 0 is transmitted using PDCCH
format 0 and so on.

15.5.4 PDCCH transmit chain

The PDCCH transmission chain is depicted in Figure 15.11. With dedicated control, multiple
PDCCHs may be transmitted in a subframe, one for each UE scheduled for uplink or downlink
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Table 15.20. CFI supported PDCCH formats.

PDCCH Number of Number of resource- Number of
format CCEs element groups PDCCH bits

0 1 9 72
1 2 18 144
2 4 36 288
3 8 72 576

(8)

(4) (4)

(2) (2) (2) (2)

(1) (1)(1) (1) (1) (1) (1) (1)

0 1 2 3 4 5 6 7CCE#

Format 1

Format 0

Format 2

Format 3

Figure 15.10. PDCCH formats.
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Figure 15.11. PDCCH transmission chain processing.

transmission. The number of PDCCHs transmitted in a subframe is nPDCCH and is numbered
from 0 to (nPDCCH − 1). A CRC is attached to PDCCH information and the MAC ID, also
referred as RNTI (radio network temporary identifier), is implicitly encoded in the CRC. A
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tail-biting convolutional coding and rate matching is performed separately on each PDCCH .
The coded bits from multiple PDCCHs are then multiplexed. The remaining processing steps
including scrambling, modulation, transmit diversity precoding, interleaving, cell-specific
permutation and mapping are then performed on the multiplexed stream. The interleaving
along with cell-specific permutation effectively results in cell-specific interleaving of the
multiplexed PDCCH stream. The cell-specific interleaving helps to randomize interference
to the neighboring cells as different PDCCHs can use different power levels as each PDCCH
is power controlled to the UE it is addressed to.

A 16-bits-long CRC is used both to carry the RNTI as well as to provide for error detection.
The entire PDCCH payload is used to calculate the CRC parity bits. Let us denote the PDCCH
payload bits by a0, a1, a2, a3, . . . , aA−1, and the parity bits by p0, p1, p2, p3, . . . , pL−1, where
A is the PDCCH payload size and L = 16 is the CRC size. The CRC parity bits are scrambled
with the RNTI xue,0, xue,1, . . . , xue,15 to form the sequence of bits c0, c1, c2, c3, . . . , cB−1:

ck =

 bk k = 0, 1, 2, . . . , (A − 1)(

bk + xue,k−A
)

mod 2 k = A, A + 1, A + 2, . . . , A + 15.
(15.23)

The information on uplink antenna selection (when configured by higher layers and used
with format 0 only) is also carried implicitly in the CRC. In this case, the CRC parity bits are
scrambled with both the antenna selection mask xAS,0, xAS,1, . . . , xAS,15 from Table 15.21 and
the RNTI as below:

ck =

 bk k = 0, 1, 2, . . . , (A − 1)(

bk + xue,k−A + xAS,k−A
)

mod 2 k = A, A + 1, A + 2, . . . , A + 15.
(15.24)

For each PDCCH, the block of bits after tail-biting convolutional coding, sub-
block interleaving and circular buffer rate matching (see Chapter 11) is represented as
b(i)(0), . . . , b(i)(M (i)

bit − 1), where M (i)
bit is the number of bits to be transmitted on physical

downlink control channel number i. The bits from all the PDCCHs transmitted within a
subframe are multiplexed as:

b(0)(0), . . . , b(0)(M (0)
bit − 1), b(1)(0), . . . , b(1)(M (1)

bit − 1), . . . ,

b(nPDCCH−1)(0), . . . , b(nPDCCH−1)(M (nPDCCH−1)
bit − 1),

(15.25)

where nPDCCH is the number of PDCCHs transmitted in the subframe. The sequence of bits
in (15.25) is scrambled with a cell-specific sequence c(i) as below:

b̃(i) = (b(i)+ c(i)) mod 2. (15.26)

Table 15.21. UE transmit antenna selection mask.

UE transmit
antenna selection Antenna selection mask

〈
xAS,0, xAS,1, . . . , xAS,15

〉
UE port 0 〈0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0〉
UE port 1 〈0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1〉
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The scrambling sequence generator is initialized at the start of each subframe with a cell-
specific value as:

cinit = ⌊ns
/

2
⌋

29 + N cell
ID . (15.27)

A CCE consists of 36 resource elements (nine REGs). The number of bits that can be carried
on a CCE using a QPSK modulation is therefore 72. A CCE number n then corresponds to
bits:

b(72n), b(72n + 1), . . . , b(72n + 71). (15.28)

The block of scrambled bits b̃(0), . . . , b̃(Mtot − 1) is modulated using QPSK modulation,
resulting in another block of complex-valued modulation symbols d(0), . . . , d(Msymb − 1).
This block of modulation symbols is mapped to layers and precoded according to the single
antenna, two antenna SFBC or four antenna SFBC-FSTD scheme (see Chapter 6) resulting in
a block of vectors

y(i) = [y(0)(i) . . . y(P−1)(i)
]T

i = 0, . . . ,
(
Msymb − 1

)
, (15.29)

where y(p)(i) represents the signal for antenna port p = 0, . . . , P − 1 with P ∈ {1, 2, 4}.
The mapping to resource elements is defined by operations on quadruplets of complex-

valued symbols z(p)(i) = 〈y(p)(4i), y(p)(4i + 1), y(p)(4i + 2), y(p)(4i + 3)
〉
. This is because the

symbols are mapped to resource element groups each consisting of four resource elements.
The block of quadruplets

z(p)(0), . . . , z(p)(Mquad − 1), Mquad = Msymb

4
(15.30)

is interleaved according to the subblock interleaver described in Chapter 11. The
complex-valued symbol quadruplets at the output of the interleaver are denoted as
w(p)(0), . . . , w(p)(Mquad − 1). The interleaving is performed on symbol quadruplets with
each entry in the interleaving matrix consisting of a symbol quadruplet.

The block of quadruplets w(p)(0), . . . , w(p)(Mquad − 1) is shifted cyclically as a function
of physical layer cell identity as below:

w̄(p) (i) = w(p)
(
(i + N cell

ID ) mod Mquad
)

i = 0, 1, . . . , (Mquad − 1). (15.31)

We note that a common interleaving based on subblock interleaver followed by cell-specific
cyclic shift results in a cell-specific interleaving. The cell-specific interleaving is beneficial
for interference randomization to neighboring cells as different PDCCHs may use different
transmit power levels. The block of quadruplets w̄(p) (i) is mapped to the OFDM symbols
indicated by CFICH. The mapping is done in a time-first fashion with each symbol quadruplet
mapped to a resource-element group (REG) that is not used by either PCFICH or PHICH as
shown in Figure 15.12.
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Figure 15.12. PDCCH mapping to resources.

Table 15.22. HI codewords.

HI HI HI codeword 〈b0, b1, b2〉
ACK 0 〈0, 0, 0〉
NACK 1 〈1, 1, 1〉

15.6 Hybrid ARQ indicator

A hybrid ARQ indicator (HI) with corresponding physical channel referred to as physical
hybridARQ indicator channel (PHICH) providesACK/NACK feedback for uplink data trans-
missions on PUSCH. A maximum of a single codeword or transport block can be transmitted
on PUSCH and therefore a 1-bit binary ACK/NACK feedback where “1” indicates a positive
acknowledgment (ACK) and “0” indicates a negative acknowledgment (NACK) respectively
is sufficient. As no sophisticated coding can be applied to a single bit transmission, the bit is
simply repeated three times as shown in Table 15.22.

Another challenge with a single-bit transmission is capturing transmit diversity. When a
large message size is transmitted, the total number of coded bits is fairly large. These bits
then can be distributed over a larger bandwidth to capture frequency diversity via coding.
However, a single-bit transmission in a distributed fashion over a large bandwidth would
require a very large number of repetitions thus making inefficient use of the resources.Another
aspect to consider is interference averaging as PHICH is power controlled to make it reliable
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Figure 15.13. HI transmission chain processing.

for the desired user. Therefore, if PHICH is transmitted on a very narrow bandwidth, it will
create interference peaks in the neighboring cells. A solution to solve these problems is to
spread PHICH using orthogonal sequences. The spreading, however, also results in bandwidth
expansion and therefore the HIs for multiple UEs within a PHICH group are code-multiplexed
as shown in Figure 15.13. In order to further improve resource utilization, the PHICHs are
also multiplexed on in-phase (I) and quadrature (Q) components, which means that a BPSK
modulation is used.

The multiple PHICHs mapped to the same set of resource elements using code-multiplexing
form a PHICH group. A PHICH resource is identified by the index pair

(
ngroup

PHICH, nseq
PHICH

)
,

where ngroup
PHICH is the PHICH group number and nseq

PHICH is the orthogonal sequence index
within the group. The number of PHICH groups in a cell can be configured in a semi-static
fashion to match the load in the cell. The number of PHICH groups N group

PHICH is constant in all
subframes and is given by:

N group
PHICH =



⌈
Ng
(
N DL

RB

/
8
)⌉

normal CP

2 · ⌈Ng
(
N DL

RB

/
8
)⌉

extended CP
Ng ∈ {1/6, 1

/
2, 1, 2

}
, (15.32)

where Ng is provided by higher layers. The index ngroup
PHICH ranges from 0 to N group

PHICH − 1. The
number of groups is two times larger for the extended cyclic prefix than for the normal cyclic
prefix because the spreading factor of the orthogonal sequence is two times smaller in the case
of the extended cyclic prefix. This means that a PHICH groups can only carry half the PHICHs
for the extended cyclic prefix case when compared to the normal cyclic prefix. The number
of PHICH groups increases with N DL

RB because for larger bandwidths, a larger number of UEs
can transmit simultaneously and hence require transmission of a larger number of hybridARQ
ACK/NACK responses. In theory each RB can contain data for a different UE and hence the
number of simultaneous ACK/NACKs required is equal to the number of RBs. However, this
situation does not occur frequently as some UEs require multiple RBs for their transmission.
The term

(
N DL

RB

/
8
)

accounts for the fact that in the case of normal cyclic prefix, up to eight
PHICHs can be carried in a single PHICH group.
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Let us consider an example assuming N DL
RB = 50. The number of PHICH groups N group

PHICH
for the normal cyclic prefix in this case is:

N group
PHICH = ⌈

Ng
(
25
/

8
)⌉ = 2, 4, 7, 13 Ng ∈ {1/6, 1

/
2, 1, 2

}
. (15.33)

The total number of PHICHs in this case is 16, 32, 56 and 104 for Ng = 1
/

6, 1
/

2, 1, 2
respectively. It should be noted that the maximum number of PHICHs is approximately two
times larger than the number of RBs. This is because in the extreme case one could imagine
that two UEs are scheduled per RB in multi-user MIMO transmission mode on PUSCH. Then
each of these UEs requires a PHICH for ACK/NACK feedback.

The block of bits b(0), b(1), b(2) transmitted on one PHICH in one subframe is modulated
using BPSK modulation generating a block of modulation symbols z(0), z(1), z(2):

z (i) = 1√
2
(1 − b (i)) . (15.34)

15.6.1 Spreading for hybrid ARQ indicator

The block of modulation symbols z(0), z(1), z(2) is bit-wise multiplied with an orthogo-
nal sequence, resulting in another sequence of modulation symbols d(0), . . . , d(Msymb − 1)
according to:

d(i) = w
(
i mod N PHICH

SF

) · (1 − 2c(i)) · z
(⌊

i
/

N PHICH
SF

⌋)
i = 0, . . . ,

(
Msymb − 1

)
(15.35)

d(i) = w
(
i mod N PHICH

SF

) · (1 − 2c(i)) · z
(⌊

i
/

N PHICH
SF

⌋)
,

where Msymb = 3N PHICH
SF , N PHICH

SF = 4, 2 for the normal and extended cyclic prefix
respectively and c(i) is a cell-specific scrambling sequence initialized as:

cinit = (⌊ns
/

2
⌋+ 1

) ·
(
2N cell

ID + 1
)

· 29 + N cell
ID . (15.36)

We note that similar to the case of CFICH, the scrambling sequence is initialized at the start
of each subframe. The term (1 − 2c(i)) converts 0 and 1 in c(i) to +1 and −1 respectively.
The orthogonal sequences

[
w(0) · · ·w(N PHICH

SF − 1)
]

are given in Table 15.23 where the
sequence index nseq

PHICH corresponds to the PHICH number within the PHICH group. We note
that the orthogonal sequences are merely Walsh codes on I and Q branches. For example, the
orthogonal sequence [+j −j +j −j] is in effect the Q branch equivalent of the Walsh
code [+1 +1 −1 −1] on the I branch.

Let us consider an example where the orthogonal sequence with index nseq
PHICH = 6,

[+j −j +j −j], is used to spread ACK/NACK modulation symbols for a UE. Ignor-
ing the scrambling sequence for simplicity, the spread sequences of modulation symbols
d(0), . . . , d(11) for an ACK and a NACK are:

dACK = 1√
2

[+j −j +j −j +j −j +j −j +j −j +j −j]

dNACK = 1√
2

[−j +j −j +j −j +j −j +j −j +j −j +j] .
(15.37)
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Table 15.23. Orthogonal sequences
[
w(0) · · · w(NPHICH

SF − 1)
]

for PHICH.

Sequence index Orthogonal sequence

n
seq
PHICH Normal cyclic prefix Extended cyclic prefix

NPHICH
SF = 4 NPHICH

SF = 2

0 [+1 +1 +1 +1] [+1 +1]
1 [+1 −1 +1 −1] [+1 −1]
2 [+1 +1 −1 −1] [+j +j]
3 [+1 −1 −1 +1] [+j −j]
4 [+j +j +j +j] -
5 [+j −j +j −j] -
6 [+j +j −j −j] -
7 [+j −j −j +j] -

The number of symbols d(0), . . . , d(Msymb − 1) for the normal cyclic prefix is 12, which
is obtained by spreading each of the three repeated ACK/NACK modulation symbols by
an orthogonal sequence with spreading factor (SF) of four

(
N PHICH

SF = 4
)
. Therefore, the 12

symbols can be mapped to three resource element groups.

d(0)(i) = d(i), i = 0, 1, . . . , 11. (15.38)

However, for the extended cyclic prefix, the spreading factor (SF) is only two
(
N PHICH

SF = 2
)
.

A lower spreading factor is used for the extended cyclic prefix because the channel delay
spread is generally larger in deployments using the extended cyclic prefix. A larger delay
spread translates into narrower coherence bandwidths, which in turn affect the orthogo-
nality performance of sequences with a larger spreading factor. We should note that Walsh
codes are orthogonal as long as the channel gain is constant over the sequence length. With
narrower coherence bandwidth, the frequency-domain channel gains can change over four
adjacent resource elements (subcarriers). In order to limit the loss of orthogonality in deploy-
ments with larger delay spread, a smaller spreading factor is chosen for the case of the
extended cyclic prefix. The spreading of three repeated PHICH modulation symbols gen-
erates a total of six symbols. In order to evenly map these six symbols to three resource
element groups, the block of modulation symbols d(0), . . . , d(5) is extended to length 12 as
below:




d(0)(4i)

d(0)(4i + 1)

d(0)(4i + 2)

d(0)(4i + 3)


 =



[

d(2i) d(2i + 1) 0 0
]T

ngroup
PHICH mod 2 = 0[

0 0 d(2i + 0) d(2i + 1)
]T

ngroup
PHICH mod 2 = 1

(15.39)

for i = 0, 1, 2.



400 Downlink control signaling

15.6.2 Transmit diversity for hybrid ARQ indicator

The transmit diversity scheme used on PHICH for the four antenna ports case is different from
the balanced SFBC-FSTD scheme used on other downlink channels such as CFICH, PDCCH
and PDSCH. The transmit matrix for the balanced SFBC-FSTD scheme is given as




y(0)(4i) y(0)(4i + 1) y(0)(4i + 2) y(0)(4i + 3)

y(1)(4i) y(1)(4i + 1) y(1)(4i + 2) y(1)(4i + 3)

y(2)(4i) y(2)(4i + 1) y(2)(4i + 2) y(2)(4i + 3)

y(3)(4i) y(3)(4i + 1) y(3)(4i + 2) y(3)(4i + 3)




=




x(0)(i) x(1)(i) 0 0

0 0 x(2)(i) x(3)(i)

− (x(1)(i))∗ (
x(0)(i)

)∗
0 0

0 0 − (x(3)(i))∗ (
x(2)(i)

)∗


 , (15.40)

where y(p)(i) represents the signal for antenna port p, p = 0, . . . , P − 1 on the ith resource
element. The equivalent channel matrix for the balanced SFBC-FSTD scheme H4-Balanced-
SFBC-FSTD can be written as:

H4-SFBC-FSTD = 1√
4




h0 −h∗
2 0 0

h2 h∗
0 0 0

0 0 h1 −h∗
3

0 0 h3 h∗
1


 , (15.41)

where hi represents complex channel gain on the ith antenna port. We assume that the channel
gain is constant over the four resource elements within a resource element group. Assuming
a matched filter receiver, the resulting channel gains matrix can be written as:

=




(
h2

0 + h2
2

)
2

0 0 0

0

(
h2

0 + h2
2

)
2

0 0

0 0

(
h2

1 + h2
3

)
2

0

0 0 0

(
h2

1 + h2
3

)
2




. (15.42)

We note that when this transmit diversity scheme is used on the spread PHICH modulation
symbols with spreading using

(
N PHICH

SF = 4
)
, the first half of the symbols experience channel

gain of
(
h2

0+h2
2

)
2 while the remaining half of the symbols experience channel gain

(
h2

1+h2
3

)
2 . Since
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these two channel gains are different the Walsh sequence experiences loss of orthogonality. It
should be noted that there is no issue with the spreading factor of two

(
N PHICH

SF = 2
)

as both
the symbols from the spread sequence will experience similar channel gain. The problem with(
N PHICH

SF = 4
)

is solved by modifying the four antenna ports transmit diversity precoding as
described below.

The block of 12 symbols d(0)(0), . . . , d(0)(11) is mapped to layers and precoded, resulting in

a block of vectors y(i) = [y(0)(i) . . . y(P−1)(i)
]T

, i = 0, 1, . . . , 11, where y(p)(i) represents
the signal for antenna port p, p = 0, . . . , P − 1 with P ∈ {1, 2, 4}. The layer mapping and
precoding operation depends on the cyclic prefix length and the number of antenna ports used
for transmission of the PHICH. The PHICH is also transmitted on the same set of antenna
ports as the PBCH. For transmission on a single antenna port, that is P = 1, the layer mapping
and precoding can be simply represented as:

y(0)(i) = x(0)(i) = d(0)(i), i = 0, 1, . . . , 11. (15.43)

For transmission on two antenna ports, that is P = 2, even-numbered symbols are mapped
to layer 0 while odd-numbered symbols are mapped to layer 1 as below:

x(0)(i) = d(0)(2i)

x(1)(i) = d(0)(2i + 1)
i = 0, 1, . . . , 5. (15.44)

The output [y0 (i) y(1) (i)]T of the precoding operation for two antenna ports transmit
diversity is written as:




y(0)(2i)

y(1)(2i)

y(0)(2i + 1)

y(1)(2i + 1)


 =




1 0 j 0

0 −1 0 j

0 1 0 j

1 0 −j 0


×




x(0)I (i)

x(1)I (i)

x(0)Q (i)

x(1)Q (i)




i = 0, 1, . . . , 5, (15.45)

where x(0)I (i) and x(0)Q (i) are respectively real and imaginary parts of the modualtion symbol

on layer 0 and x(1)I (i) and x(1)Q (i) are respectively real and imaginary parts of the modualtion
symbol on layer 1.


y(0)(2i)

y(1)(2i)

y(0)(2i + 1)

y(1)(2i + 1)


 =




x(0)I (i)+ jx(0)Q (i)

−x(1)I (i)+ jx(1)Q (i)

x(1)I (i)+ jx(1)Q (i)

x(0)I (i)− jx(0)Q (i)


 =




x(0)(i)

− (x(1)(i))∗
x(1)(i)(
x(0)(i)

)∗


 i = 0, 1, . . . , 5.

(15.46)

Let us rewrite (15.46) as below:[
y(0)(2i) y(0)(2i + 1)

y(1)(2i) y(1)(2i + 1)

]
=
[

x(0)(i) x(1)(i)

− (x(1)(i))∗ (
x(0)(i)

)∗
]

. (15.47)
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We note that the precoding scheme in (15.47) is simply a Space Frequency Block Coding
(SFBC) approach on antenna ports 0 and 1. In this case all symbols experience channel gain

of
(
h2

0+h2
1

)
2 and therefore there is no issue of loss of orthogonality of the Walsh sequence.

The transmit diversity precoding for the case of four antenna ports for PHICH is done
slightly differently than the other channels to avoid the problem of loss of orthogonality of
the sequence. In particular when (i + ngroup

PHICH) mod 2 = 0 for the normal cyclic prefix, or
(i + ⌊ngroup

PHICH

/
2
⌋
) mod 2 = 0 for the extended cyclic prefix, where ngroup

PHICH is the PHICH
group number and i = 0, 1, 2, the precoding is given as:




y(0)(4i)
y(1)(4i)
y(2)(4i)
y(3)(4i)

y(0)(4i + 1)
y(1)(4i + 1)
y(2)(4i + 1)
y(3)(4i + 1)
y(0)(4i + 2)
y(1)(4i + 2)
y(2)(4i + 2)
y(3)(4i + 2)
y(0)(4i + 3)
y(1)(4i + 3)
y(2)(4i + 3)
y(3)(4i + 3)




=




1 0 0 0 j 0 0 0
0 0 0 0 0 0 0 0
0 −1 0 0 0 j 0 0
0 0 0 0 0 0 0 0
0 1 0 0 0 j 0 0
0 0 0 0 0 0 0 0
1 0 0 0 −j 0 0 0
0 0 0 0 0 0 0 0
0 0 1 0 0 0 j 0
0 0 0 0 0 0 0 0
0 0 0 −1 0 0 0 j
0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 j
0 0 0 0 0 0 0 0
0 0 1 0 0 0 −j 0
0 0 0 0 0 0 0 0




×




x(0)I (i)

x(1)I (i)

x(2)I (i)

x(3)I (i)

x(0)Q (i)

x(1)Q (i)

x(2)Q (i)

x(3)Q (i)




i = 0, 1, 2

(15.48)




y(0)(4i)

y(1)(4i)

y(2)(4i)

y(3)(4i)

y(0)(4i + 1)

y(1)(4i + 1)

y(2)(4i + 1)

y(3)(4i + 1)

y(0)(4i + 2)

y(1)(4i + 2)

y(2)(4i + 2)

y(3)(4i + 2)

y(0)(4i + 3)

y(1)(4i + 3)

y(2)(4i + 3)

y(3)(4i + 3)




=




x(0)I (i)+ jx(0)Q (i)

0

−x(1)I (i)+ jx(1)Q (i)

0

x(1)I (i)+ jx(1)Q (i)

0

x(0)I (i)− jx(0)Q (i)

0

x(2)I (i)+ jx(2)Q (i)

0

−x(3)I (i)+ jx(3)Q (i)

0

x(3)I (i)+ jx(3)Q (i)

0

x(2)I (i)− jx(2)Q (i)

0




=




x(0)(i)

0

− (x(1)(i))∗
0

x(1)(i)

0(
x(0)(i)

)∗
0

x(2)(i)

0

− (x(3)(i))∗
0

x(3)(i)

0(
x(2)(i)

)∗
0




i = 0, 1, 2. (15.49)



15.6 Hybrid ARQ indicator 403

Let us rewrite (15.49) as:




y(0)(4i) y(0)(4i + 1) y(0)(4i + 2) y(0)(4i + 3)

y(1)(4i) y(1)(4i + 1) y(1)(4i + 2) y(1)(4i + 3)

y(2)(4i) y(2)(4i + 1) y(2)(4i + 2) y(2)(4i + 3)

y(3)(4i) y(3)(4i + 1) y(3)(4i + 2) y(3)(4i + 3)




=


x(0)(i) x(1)(i) x(2)(i) x(3)(i)

0 0 0 0

− (x(1)(i))∗ (
x(0)(i)

)∗ − (x(3)(i))∗ (
x(2)(i)

)∗
0 0 0 0


.

(15.50)

We note that the scheme in (15.50) is simply an SFBC scheme on antenna ports 0 and 2

with all symbols belonging to an orthogonal sequence experiencing a channel gain of
(
h2

0+h2
2

)
2 .

For (i + ngroup
PHICH) mod 2 = 1 for the normal cyclic prefix, or (i + ⌊ngroup

PHICH

/
2
⌋
) mod 2 = 1

for the extended cyclic prefix, where ngroup
PHICH is the PHICH group number and i = 0, 1, 2, the

four antenna ports transmit diversity precoding is applied as:




y(0)(4i)

y(1)(4i)

y(2)(4i)

y(3)(4i)

y(0)(4i + 1)

y(1)(4i + 1)

y(2)(4i + 1)

y(3)(4i + 1)

y(0)(4i + 2)

y(1)(4i + 2)

y(2)(4i + 2)

y(3)(4i + 2)

y(0)(4i + 3)

y(1)(4i + 3)

y(2)(4i + 3)

y(3)(4i + 3)




=




0 0 0 0 0 0 0 0

1 0 0 0 j 0 0 0

0 0 0 0 0 0 0 0

0 −1 0 0 0 j 0 0

0 0 0 0 0 0 0 0

0 1 0 0 0 j 0 0

0 0 0 0 0 0 0 0

1 0 0 0 −j 0 0 0

0 0 0 0 0 0 0 0

0 0 1 0 0 0 j 0

0 0 0 0 0 0 0 0

0 0 0 −1 0 0 0 j

0 0 0 0 0 0 0 0

0 0 0 1 0 0 0 j

0 0 0 0 0 0 0 0

0 0 1 0 0 0 −j 0




×




x(0)I (i)

x(1)I (i)

x(2)I (i)

x(3)I (i)

x(0)Q (i)

x(1)Q (i)

x(2)Q (i)

x(3)Q (i)




i = 0, 1, 2

(15.51)



404 Downlink control signaling




y(0)(4i)

y(1)(4i)

y(2)(4i)

y(3)(4i)

y(0)(4i + 1)

y(1)(4i + 1)

y(2)(4i + 1)

y(3)(4i + 1)

y(0)(4i + 2)

y(1)(4i + 2)

y(2)(4i + 2)

y(3)(4i + 2)

y(0)(4i + 3)

y(1)(4i + 3)

y(2)(4i + 3)

y(3)(4i + 3)




=




0

x(0)I (i)+ jx(0)Q (i)

0

−x(1)I (i)+ jx(1)Q (i)

0

x(1)I (i)+ jx(1)Q (i)

0

x(0)I (i)− jx(0)Q (i)

0

x(2)I (i)+ jx(2)Q (i)

0

−x(3)I (i)+ jx(3)Q (i)

0

x(3)I (i)+ jx(3)Q (i)

0

x(2)I (i)− jx(2)Q (i)




=




0

x(0)(i)

0

− (x(1)(i))∗
0

x(1)(i)

0(
x(0)(i)

)∗
0

x(2)(i)

0

− (x(3)(i))∗
0

x(3)(i)

0(
x(2)(i)

)∗




i = 0, 1, 2

(15.52)




y(0)(4i) y(0)(4i + 1) y(0)(4i + 2) y(0)(4i + 3)
y(1)(4i) y(1)(4i + 1) y(1)(4i + 2) y(1)(4i + 3)
y(2)(4i) y(2)(4i + 1) y(2)(4i + 2) y(2)(4i + 3)
y(3)(4i) y(3)(4i + 1) y(3)(4i + 2) y(3)(4i + 3)




=


0 0 0 0
x(0)(i) x(1)(i) x(2)(i) x(3)(i)

0 0 0 0
− (x(1)(i))∗ (

x(0)(i)
)∗ − (x(3)(i))∗ (

x(2)(i)
)∗

.

(15.53)

We note that the scheme in (15.53) is simply an SFBC scheme on antenna ports 1 and 3

with all symbols belonging to an orthogonal sequence experiencing a channel gain of
(
h2

1+h2
3

)
2 .

We note that the modified four antenna transmit diversity scheme avoids the problem of
loss of orthogonality of the Walsh sequence by performing equivalent two-antenna SFBC
within a sequence length. However, the pair of antenna ports is changed between repeti-
tions of PHICH as given by (15.50) and (15.53) hence capturing diversity from all the four
antenna ports.

15.6.3 Resource mapping for PHICH

The symbol sequences obtained after transmit diversity precoding for each of the PHICH
within a PHICH group are added to obtain another symbol sequence ȳ(p)(0), . . . , ȳ(p)(11)
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given as:

ȳ(p)(n) =
∑

y(p)i (n) n = 0, 1, . . . , 11, (15.54)

where the sum is over all PHICHs in the PHICH group and y(p)i (n) represents the symbol
sequence from the ith PHICH in the PHICH group.

Since a resource element group contains four resource elements, the mapping of the symbol
sequence ȳ(p)(0), . . . , ȳ(p)(11) to resource elements is defined in terms of symbol quadruplets:

z(p)(i) = 〈ȳ(p)(4i), ȳ(p)(4i + 1), ȳ(p)(4i + 2), ȳ(p)(4i + 3)
〉

i = 0, 1, 2, (15.55)

where z(p)(i) denotes symbol quadruplet i for antenna port p.
The symbol quadruplet i is then mapped to the resource-element group represented by

(k ′
i , l

′
i), where the indices k ′

i and l′i depend upon the cyclic prefix length as well as whether
normal or extended PHICH duration is used. The normal and extended PHICH durations
are one and three OFDM symbols respectively. Moreover, for MBSFN subframes, a PHICH
duration of two OFDM symbols is used. The PHICH duration configured puts a lower limit on
the size of the control region signaled by the PCFICH. Therefore, when an extended PHICH
duration of three OFDM symbols is configured, the control format indicator (CFI) information
is redundant as downlink control always spans three OFDM symbols.

Let ni denote the number of resource element groups not assigned to PCFICH in OFDM
symbol i. We number these REGs from 0 to (ni − 1) starting from the resource-element group
with the lowest frequency-domain index. For simplicity, let us focus on resource mapping for
the case of normal PHICH duration where the PHICH is carried in the first OFDM symbol
with l′i = 0. The frequency-domain index k ′

i is set to the resource-element group number n̄i

given by:

n̄i =




(⌊
N cell

ID · nl′i

/
n0

⌋
+ m′

)
mod nl′i i = 0(⌊

N cell
ID · nl′i

/
n0

⌋
+ m′ +

⌊
nl′i

/
3
⌋)

mod nl′i i = 1(⌊
N cell

ID · nl′i

/
n0

⌋
+ m′ +

⌊
2nl′i

/
3
⌋)

mod nl′i i = 2,

(15.56)

where m′ indicates the PHICH group number.
Let us consider an example with N cell

ID = 0, m′ = 0, l′i = 0 and n0 = 50 then
n̄0, n̄1, n̄2 = 0, 16, 33. The second PHICH group will use n̄0, n̄1, n̄2 = 1, 17, 34 and so on.
In the case of extended PHICH over three OFDM symbols, each symbol quadruplet is local-
ized within a REG in an OFDM symbol with the first, second and third symbol quadruplet
transmitted on the first, second and third OFDM symbol. The extended PHICH duration helps
to improve PHICH coverage as each PHICH can span over three OFDM symbols allowing
to transmit three times more energy for the same transmit power. We note that the transmis-
sion of different symbol quadruplets is uniformly distributed in frequency with each symbol
quadruplet localized within a REG. It should be noted that each symbol quadruplet contains
an ACK/NACK modulation symbol spread by an orthogonal sequence and therefore should
experience constant channel gain. The localized transmission of the symbol quadruplet within
a REG allows it to experience an approximately constant channel gain as the channel on adja-
cent resource elements in a REG are correlated due to very small bandwdith of the REG.
However, different symbol quadruplets can be distributed in frequency.
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15.6.4 PHICH assignment procedure

In Section 12.6, we noted that the eNB processing time for PUSCH transmissions in the
uplink is equal to three subframes (3 ms). Therefore, for a scheduled PUSCH transmission in
subframe n, a UE receives ACK/NACK feedback from the eNB on PHICH in subframe (n +
4). The PHICH resource is determined from the lowest index physical resource block (PRB)
of the uplink resource allocation and from the 3-bit uplink demodulation reference symbol
(DMRS) cyclic shift associated with the PDCCH with DCI format 0 granting the PUSCH
transmission. The PHICH resource is identified by the index pair ngroup

PHICH, nseq
PHICH, where

ngroup
PHICH is the PHICH group number and nseq

PHICH, is the orthogonal sequence index within the
group as defined by:

ngroup
PHICH =

(
I lowest_index
PRB_RA + nDMRS

)
mod N group

PHICH

nseq
PHICH =




 I lowest_index

PRB_RA

N group
PHICH


+ nDMRS


 mod

(
2N PHICH

SF

)
, (15.57)

where nDMRS is related to the cyclic shift of the DMRS (see Table 15.4) used in the uplink
transmission as given by Table 15.25. I lowest_index

PRB_RA is the lowest index PRB of the uplink

resource allocation. The modulo (2N PHICH
SF ) operation in (15.57) accounts for the fact that

the number of sequences is twice the spreading factor due to I/Q multiplexing as indicated
in Table 15.23. The PHICH group number ngroup

PHICH and the sequence index nseq
PHICH for N UL

RB =
15 and nDMRS = 0 are given in Table 15.24. We note that the maximum number of PHICHs
required is equal to the number of uplink PRBs. However, the LTE standard allows scheduling
more than one UE on the same uplink resource blocks in a multi-user MIMO configuration.

Table 15.24. PHICH group number n
group
PHICH and sequence index n

seq
PHICH for

NUL
RB = 15 and nDMRS = 0.

Lowest index PRB PHICH group number PHICH sequence index

I
lowest_index
PRB_RA n

group
PHICH n

seq
PHICH

0 0 0
1 1 0
2 0 1
3 1 1
4 0 2
5 1 2
6 0 3
7 1 3
8 0 4
9 1 4
10 0 5
11 1 5
12 0 6
13 1 6
14 0 7
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Table 15.25. Relationship
between nDMRS and cyclic shift
field in DCI format 0.

Cyclic shift field in
DCI format 0 nDMRS

000 0
001 1
010 2
011 3
100 4
101 5
110 6
111 7

Therefore, the cyclic shift of the DMRS is used to differentiate PHICHs for UEs transmitting
using the same lowest index PRB I lowest_index

PRB_RA .

15.7 Summary

The downlink control information consists of control format indication, uplink and downlink
scheduling assignments and the ACK/NACK feedback for uplink hybrid ARQ transmissions.
The control information is time-multiplexed with data transmissions with the control occupy-
ing up to three or four OFDM symbols. The control format indication is used to dynamically
indicate the number of OFDM symbols used for control information. This dynamic indica-
tion of the control region allows using the OFDM symbols not used for control in a given
subframe for downlink data transmission. This way the control resources are not wasted in
cases where control information does not need to use the maximum number of three or four
OFDM symbols.

The benefits of time-multiplexed control include the possibility of a micro-sleep mode and
lower latency. The micro-sleep mode is enabled when a UE decodes the control in the first
few OFDM symbols and determines that there are no scheduling assignments for it and turns
off its transmitter and receiver until the start of the next subframe. The lower latency comes
from the fact that the control information can be decoded before the data decoding starts.
Similar to the uplink, a drawback of the time-multiplexed approach is that transmit power
cannot be shared between control and data that may limit control channel coverage in certain
scenarios.

Three different types of resource allocations are permitted for the downlink. In addition to
compact assignments of contiguous resource blocks as in the uplink, a group bitmap approach
and a resource block bitmap approach are supported. These two allocations are aligned with
the subband channel quality feedback schemes in the uplink. The goal is to best exploit
the frequency-selective scheduling gains by matching the resource allocation strategy to the
channel quality feedback scheme.

Multiple downlink control formats are supported in terms of both number of payload bits as
well as channel coding and resources used. The goal with different payload sizes is to match
the control information fields to the downlink transmission modes such as single antenna
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transmission, transmit diversity open-loop and closed-loop spatial multiplexing. On the other
hand, the number of resources used for control is a function of both the control information
payload size as well as the channel coding rate determined by the link adaptation according to
the channel conditions of the addressed UE. It should be noted that modulation is not adapted
as QPSK is always used for PDCCH transmissions.

A large number of blind decodings is required to decode different payload sizes as well as
different transmission formats. In order to keep the number of blind hypotheses to a manage-
able level, a concept of search spaces is defined where a UE only monitors a subset of the
total PDCCHs.

The hybridARQACK/NACK information uses the concepts of groups whereACK/NACKs
within a group are code-multiplexed. The code-multiplexing approach allows for the carrying
of multiple ACK/NACKS on the same set of frequency resources. The goal of code-
multiplexing is to exploit frequency diversity as well as randomize inter-cell interference.
The four-antenna-ports transmit diversity scheme used forACK/NACKs is different from that
used for other downlink channels. The modified scheme avoids loss of code orthogonality.
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16 Inter-cell interference control

An important requirement for the LTE system is improved cell-edge performance and through-
put. This is to provide some level of service consistency in terms of geographical coverage as
well as in terms of available data throughput within the coverage area. In a cellular system,
however, the SINR disparity between cell-center and cell-edge users can be of the order of
20 dB. The disparity can be even higher in a coverage-limited cellular system. This leads to
vastly lower data throughputs for the cell-edge users relative to cell-center users creating a
large QoS discrepancy.

The cell-edge performance may be either noise-limited or interference-limited. In a noise-
limited situation that typically occurs in large cells in rural areas, the performance can generally
be improved by providing a power gain. The power gain can be achieved by using high-gain
directional transmit antennas, increased transmit power, transmit beam-forming and receive
beam-forming or receive diversity, etc.The total transmit power is generally dictated by regula-
tory requirements and hence limits the coverage gains possible due to increased transmit power.

The situation is different in small cells interference-limited cases, where, in addition to noise,
inter-cell interference also contributes to degraded cell-edge SINR. In this case, providing a
transmit power gain may not help because as the signal power goes up, the interference power
also increases. This is assuming that with a transmit power gain all cells in the system will
operate at a higher transmit power. However, if we can somehow eliminate or reduce inter-cell
interference, the cell-edge SINR can be improved.

16.1 Inter-cell interference

As a UE moves away from the cell-center, SINR degrades due to two factors. Firstly, the
received signal strength goes down as the path-loss increases with distance from the serving
eNB. Secondly, the inter-cell interference (ICI) goes up because when a UE moves away from
one eNB, it is generally getting closer to another eNB as shown in Figure 16.1. We assume that
the UE is connected to eNB1 and moving away from eNB1 towards eNB2. Furthermore, we
assume a universal frequency reuse, which means that both eNB1 and eNB2 transmit on the
same frequency resources.Therefore, the signal transmitted from eNB2 appears as interference
to the UE. The SINR experienced by the UE at a distance r from eNB2 can be written as:

ρ = P1r−α

N0W + P2 (2R − r)−α
, (16.1)

where α is the path-loss exponent and Pk the transmit power for the kth eNB. Also, R is the
cell-radius with 2R the distance between eNB1 and eNB2. In general, all the eNBs in a system
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eNB1

2R

eNB2

r

SignalInterf.

UE

Figure 16.1. Inter-cell interference.

use the same transmit power and therefore we will assume P1 = P2. In a severely interference-
limited scenario, the background noise N0W can be ignored and the above expression can be
simplified as:

ρ =
(

2R

r
− 1

)α
. (16.2)

We note that SINR degrades with increasing r. Also, for a given r < R, the SINR is higher
for a larger path-loss exponent α. This is because the interference travels a longer distance
for r < R and is attenuated more for larger α. We also note that the maximum SINR at the
cell-edge with r = R is limited to 0 dB.

Let us assume the path-loss model from Chapter 19 for 2 GHz frequency:

PLs = 128.1 + 37.6 × log10 (r) dB s, (16.3)

where R is the distance between the UE and Node-B in kilometers. In addition, we assume
in-building penetration loss of 20 dB. The same path-loss model is assumed for the interferer
eNB2.

PLi = 128.1 + 37.6 × log10 (2R − r) dB s. (16.4)

The SINR experienced by the UE can be written as:

ρICI =
P
(
10

PLs
10

)
N0W + P

(
10

PLi
10

) . (16.5)

When the ICI is not present, the SINR experienced by the UE can be written as:

ρNo-ICI =
P
(
10

PLs
10

)
N0W

. (16.6)

In Figure 16.2, we plot SINR with and without assuming ICI as a function of distance
from the cell-center r for a UE receiving transmission over a 10 MHz bandwidth. The total
background noise in a 10 MHz bandwidth is N0W = −104 dBm. Also, we assume eNB
transmit power of P = 43 dBm. We note that the SINR gain by ICI elimination is larger
for lower SINR UEs. The lower SINR happens when r approaches R, which is the case for
cell-edge UEs. The relative gains in throughput by ICI eliminations are expected to be even
larger for low SINR UEs as the capacity scales almost linearly at lower SINR. For high SINR
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Figure 16.2. SINR as a function of distance from the cell-center.

users, small gains in SINR by ICI elimination do not translate into any meaningful gains in
throughput as shown in Figure 16.3. From this discussion, we can conclude that inter-cell
interference is more important for cell-edge UEs than for the cell-center UEs.

16.2 Inter-cell interference mitigation

The inter-cell interference (ICI) mitigation techniques can be classified into three categories
namely ICI randomization, ICI cancellation and ICI co-ordination or avoidance. Furthermore,
the use of beam-forming antennas can be seen as another method for ICI mitigation.

In ICI randomization, the interfering signals are randomized enabling interference suppres-
sion at the receiver due to processing gain. The randomization of interfering signals can be
achieved by applying pseudo-random scrambling (see Chapter 9, Section 9.1) after channel
coding.

The ICI cancellation aims at interference suppression at the receiver beyond what can be
achieved by just exploiting the processing gain. The spatial suppression can be achieved by
means of multiple antennas at the receiver. Such a scheme, referred to as Interference Rejection
Combining (IRC) [1] that can improve system performance in interference-limited scenarios.
Amore advanced form of interference cancellation can be achieved by first detecting/decoding
the interfering signal and canceling it from the overall received signal before proceeding for
own signal decoding. This scheme, however, requires knowledge of the transmission format
and resource allocation information of the interfering signal, which means that the UE needs
to decode the control channels from the neighboring cells. The LTE system does not support
such a signaling and hence the post-decoding type of interference cancellation cannot be
performed. However, the IRC scheme that requires the knowledge of interference statistics
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Figure 16.3. Capacity gain by ICI elimination.

can be used for interference suppression when an additional degree of freedom due to multiple
receiver antennas is available at the receiver.

The goal of the ICI co-ordination or avoidance scheme is to apply certain restrictions on the
resources used in different cells in a co-ordinated way. These restrictions can be in the form of
restrictions to what time–frequency resources are available to the resource manager or restric-
tions on the transmit power that can be applied to certain time–frequency resources. Such
restrictions in a cell provide the possibility for improvement in SNR, and cell-edge data-rates
on the corresponding time–frequency resources in a neighbor cell. The ICI co-ordination
requires certain inter-eNB communication in order to configure the scheduler restrictions.
The co-ordination can be static, which means reconfiguration of the restrictions is done on
a time scale corresponding to days. In this case, the inter-eNB communication is very lim-
ited. The semi-static co-ordination requires configuration of the restrictions on a time scale
corresponding to seconds or longer.

In this chapter, we focus on the inter-cell interference co-ordination or avoidance
schemes.

16.3 Cell-edge performance

Let us consider a case of hexagonal cell-layout, two tiers of interferers and universal fre-
quency reuse i.e. reuse of one as shown in Figure 16.4. In this case, a UE at the cell edge
experiences interference from 11 cells with two interferers at distance R, three interferers
at distance 2R and six interferers at a distance of 2.7R, where R is the cell radius. The
worst-case signal-to-interference-plus-noise ratio (SINR), ignoring background noise, is then
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Figure 16.4. An example of interference experienced by a cell-edge UE.

written as [2]:

ρreuse-1 = R−α

2 × (R)−α + 3 × (2R)−α + 6 ×
[(√

3 + 1
)

R
]−α

= 1

2 + 3 × (2)−α + 6 ×
(√

3 + 1
)−α , (16.7)

where α is the path-loss exponent. Also, if we ignore the six interferers at a distance of 2.7R,
the worst-case SINR is given as:

ρreuse-1 = R−α

2 × (R)−α + 3 × (2R)−α
= 1

2 + 3 × (2)−α
. (16.8)

We note that the SINR increases faster with increasing path-loss exponent when a larger
number of interferers is assumed. This is explained by the fact that a larger path-loss exponent
reduces the effect of interference and the larger the number of interferers considered, the larger
the reduction in interference seen. We also note that since two interferers are located at the
same distance as the desired cell, that is at distance R, the maximum SINR is upper bounded
by −3 dB as given below:

ρreuse-1 = R−α

2 × (R)−α
= 1

2
= −3 dB. (16.9)

Let us now assume a reuse of three for cell numbers 1, 5 and 6 only. This means that all
the remaining cells implement a reuse of 1. In this case, the interference from two dominant
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interferers at distance R (cells 5 and 6) from the UE is eliminated. This results in a worst-case
SINR as given below.

ρreuse-3 = R−α

3 × (2R)−α + 6 ×
[(√

3 + 1
)

R
]−α

3

= 3

3 × (2)−α + 6 ×
(√

3 + 1
)−α .

(16.10)

If we ignore the six interferers at a distance of 2.7R, the worst-case SINR with a total of 3
interferers at distance 2R is given as:

ρreuse-3 = R−α
3×(2R)−α

3

= (2)α . (16.11)

Now let us assume a reuse of seven implemented in cell numbers 1–7. In addition to the
interference from two dominant interferers at distance R (cells 5 and 6) for the case of reuse of
three, the interference from 2 interferers at distance 2R (cells 4 and 7) and another 2 interferers
at distance 2.7R (cells 2 and 3) is eliminated. This results in a worst-case SINR as given below.

ρreuse-7 = R−α

(2R)−α+4×
[(√

3+1
)
R
]−α

7

= 7

(2)−α + 4 ×
(√

3 + 1
)−α . (16.12)

The cell-edge SINR for various reuse factors is given in Figure 16.5. We note that at a path-
loss exponent of 3.6, we observe an approximately 13 dB improvement in cell-edge SINR
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Figure 16.5. Cell-edge SINR for various reuse factors.
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by using reuse of three relative to reuse of one. A reuse of seven increases cell-edge SINR
by another 8 dB. Note that with a reuse of three and seven, the power spectral density on the
transmitted bandwidth increases by a factor of 3 and 7 respectively. This is because, with a
higher reuse, the frequency bandwidth used in each cell in the reuse scheme decreases. We
have accounted for this increase in power spectral density in the above calculations.

We note that improvements in cell-edge SINR come at the expense of reduced bandwidth
available for transmissions in a given cell when higher reuse factors are employed. Therefore,
a more meaningful metric to look at is the improvement in spectral efficiency by accounting
for the bandwidth loss effect resulting from a reuse of greater than one. The capacity limit for
cell-edge users can be approximated as:

Creuse-1 = log2 (1 + ρreuse-1) [b/s/Hz]

Creuse-3 =
(

1

3

)
× log2 (1 + ρreuse-3) [b/s/Hz]

Creuse-3 =
(

1

7

)
× log2 (1 + ρreuse-7) [b/s/Hz]. (16.13)

The cell-edge capacity limits for various reuse factors are plotted in Figure 16.6. It can be
noted that, at a path-loss exponent of 3.6, a reuse of three provides approximately two times
improvement (1 versus 0.5 b/s/Hz) in cell-edge throughput relative to the case of universal
frequency reuse. It should be noted that the analysis in this contribution is based on a path-loss
model only while ignoring the effects of fading, etc. Therefore, the potential improvement
in performance is merely an indication of the gains achievable by inter-cell interference
co-ordination for the cell-edge users. We further note that reuse of seven while providing
some capacity gains relative to universal frequency reuse performs worse than reuse of three.
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Figure 16.6. Cell-edge capacity for various reuse factors.
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This means that the bandwidth penalty resulting from reuse of seven does not justify the
improvements in cell-edge SINR.

16.4 Cell-center performance

Let us now assume a UE at the cell-center as shown in Figure 16.7 experiencing interference
from six first-tier cells. Assuming that the UE is located near the cell-center, the six first-tier
interferers are at a distance of approximately

√
3R. The UE also receives interference from

12 second-tier cells with six interferers at a distance of approximately 3R and remaining
six second-tier interferers at a distance of 2

√
3R. The SINR for this cell-center UE can be

written as:

ρreuse-1 = (βR)−α

6 ×
(√

3R
)−α + 6 × (3R)−α + 6 ×

(
2
√

3R
)−α

= (β)−α

6 ×
(√

3
)−α + 6 × (3)−α + 6 ×

(
2
√

3
)−α , (16.14)

where βR (� R) represents the distance of the UE from the own-cell. Assuming frequency
reuse of three, the interference from two interferers at a distance of

√
3R can be eliminated.
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Figure 16.7. An example of interference experienced by a cell-center UE.
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The SINR in this case can be written as:

ρreuse-3 = 3 × (βR)−α

4 ×
(√

3R
)−α + 6 × (3R)−α + 6 ×

(
2
√

3R
)−α

= 3 × (β)−α

4 ×
(√

3
)−α + 6 × (3)−α + 6 ×

(
2
√

3
)−α . (16.15)

If we assume a frequency reuse of seven, the interference from all the first-tier interferers
can be eliminated resulting in SINR given by the relationship below:

ρreuse-7 = 7 × (βR)−α

6 × (3R)−α + 6 ×
(
2
√

3R
)−α = 7 × (β)−α

6 × (3)−α + 6 ×
(
2
√

3
)−α . (16.16)

These three SINRs as a function of the path-loss exponent are plotted in Figure 16.8 for the
case of β = 0.2. This means that the cell-center user is assumed to be at a distance of 0.2R
from the cell center. We note that incremental gains in SINR with increasing reuse factor
in this case are smaller compared to the case of the cell-edge user. This is explained by the
fact that a cell-center UE receives smaller inter-cell interference and eliminating inter-cell
interference increases SINR marginally.
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The capacity limit for cell-center users for reuse of one, three and seven can be
approximated as:

Creuse-1 = log2 (1 + ρreuse-1) [b/s/Hz]
Creuse-3 =

(
1

3

)
× log2 (1 + ρreuse-3) [b/s/Hz] (16.17)

Creuse-3 =
(

1

7

)
× log2 (1 + ρreuse-7) [b/s/Hz].

The cell-center capacity results are plotted in Figure 16.9.
It can be noted that reuse of one provides the highest throughput for the cell-center users.

This means that the penalty in bandwidth resulting from higher reuse factors does not justify
marginal gains in SINR for the cell-center user. Also, the cell-center users experience a larger
SINR even for the case of reuse of one and any further gains in SINR result in logarithmic
increase in capacity at higher SINRs. In contrast, for the cell-edge users, the SINR for reuse
of 1 is very low and SINR gains result in an almost linear increase in throughput.

We discussed the frequency reuse schemes in the context of downlink. The gains in cell-
edge performance from frequency reuse schemes can be larger for the uplink due to lower
SINR in the uplink. We note from Figure 16.4 that with a reuse of 1, for a user served by cell-1
and located at the cell-edge, there can be two equally strong interferers namely cell-5 and
cell-6. We also noted that this limits the maximum SINR at the cell-edge to −3 dB. However
in case of uplink using multi-user MIMO, it is possible that many users located at the cell-edge
are transmitting to their corresponding cell (eNB1) in the uplink as shown in Figure 16.10.
A user transmitting in eNB2 from the cell-edge will see these multiple interferers received
at eNB2 with approximately the same power as its own received power at eNB2. When the
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Figure 16.10. An example of high interference experienced by a cell-edge UE transmitting in the
uplink.

number of these interfering users is greater than 2, the SINR seen on the uplink can be lower
than the downlink SINR in interference-limited scenarios. However, when a frequency reuse
scheme, for example with a reuse of 3, is applied, the interference from these multiple users
transmitting on the uplink in eNB2 is eliminated. This results in a larger improvement in SINR
and correspondingly larger improvements in uplink capacity or throughput. Moreover, since
the starting SINR with reuse of 1 is low, the capacity scales approximately linearly with SINR
and therefore results in larger gains in uplink capacity for cell-edge users.

16.5 Fractional frequency reuse

A fractional frequency reuse scheme is based on the concept of reuse partitioning [3]. In
reuse partitioning, the users with the highest signal quality use a lower reuse factor while
users with low SINR use a higher reuse factor. This is in line with the discussions we had
earlier in this chapter which showed that reuse of 1 provides the best throughput for users in
the cell-center experiencing higher SINR while reuse of 3 provides the highest throughput
for the cell-edge users experiencing low SINR. The fractional frequency reuse scheme, for
example, uses a universal (reuse of one) frequency reuse for cell-center users while a reuse of
three is used for the cell-edge users as shown in Figure 16.11. The total frequency resource is
divided into four segments namely ( f1, f2, f3, f4). The frequency resource ( f1) is used in all
the cells to serve users experiencing good SINR. A frequency reuse of three is implemented
on the remaining three resource segments ( f2, f3, f4). In Figure 16.11, the top-right, middle-
right and bottom-right cells use frequency resource ( f2) , ( f3) and ( f4) respectively. Even
though we have discussed the fractional frequency reuse in the context of omni-cells, similar
principles apply to the case of a sectorized system. Figure 16.12, for example, shows planning
of frequency resources ( f2, f3, f4) for cell-edge users between different sectors of a cell. The
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Figure 16.11. An example of fractional frequency reuse.
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Figure 16.12. An example of fractional frequency reuse in a sectorized system.

frequency resources ( f2) , ( f3) and ( f4) are used for sector-1, sector-2 and sector-3 of a Node-
B respectively. As for the omni-cell case, cell-center users use frequency resource ( f1) in all
the sectors. A user at the cell-edge in sector-1 of the center Node-B, for example, is served on
frequency resource ( f2). The neighboring sectors to sector-1 use frequency resources ( f3) and
( f4). Therefore, this user will not experience interference from the two neighboring sectors.

16.5.1 Soft frequency reuse

We noticed that in fractional frequency reuse schemes, the frequency resources used for cell-
edge users in the neighboring cells are left empty in a given cell. In soft frequency reuse
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Figure 16.13. An example of soft-frequency reuse.

schemes on the other hand all the frequency resources can be used in all the cells. For a soft-
frequency reuse of three, the total frequency resource is divided into three segments ( f1, f2, f3)
as shown in Figure 16.13. The top-right cell uses frequency resource ( f1) for the cell-edge
users while using frequency resources ( f2, f3) for cell-center users. The middle-right cell
uses frequency resource ( f2) for the cell-edge users while using frequency resources ( f1, f3)
for cell-center users. The bottom-right cell uses frequency resource ( f3) for the cell-edge
users while using frequency resources ( f1, f2) for cell-center users. Since all the frequency
resource is used in all the cells like universal frequency reuse, the cell-edge users experience
high interference. In order to reduce the interference to cell-edge users in the neighboring
cells, a lower transmit power is used on the frequency resource used for cell-center users.
Note that the frequency resource used for cell-center users in a cell is used for cell-edge
users in neighboring cells. This type of power allocation arrangement in soft-frequency reuse
improves cell-edge SINR while degrading SINR for users towards the cell-center. However,
the expectation is that since cell-edge users experience lower SINR, the throughput would
increase almost linearly with SINR. On the other hand, degradation in SINR for a high SINR
user would only result in logarithmic reduction of throughput.

The resource allocated for cell-edge and cell-center users in both fractional frequency reuse
and soft-frequency reuse schemes can be varied in a semi-static fashion based on traffic load
and other network conditions.

16.6 Fractional loading

We noted that the cell-edge performance could be improved by frequency reuse or reuse
partitioning. However, in a practical situation, a frequency reuse approach may not deliver its
promise due to irregular cell shapes and propagation conditions that makes frequency planning
challenging. In this section, we describe an approach referred to as fractional loading that can
serve as a simpler alternative to frequency reuse.

In the case of a fractional loading approach, each cell randomly selects a subset of time-
frequency resources for transmission as shown in Figure 16.14. In the example of Figure 16.14,
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Figure 16.14. A fractional loading approach.

1/4 of the frequency resource (3 out of 12 resource blocks) is reserved for supporting cell-
edge or low SINR users with each cell operating at a fractional loading of 1/3 on the reserved
frequency resource. This scenario is representative of cell-edge users for unicast traffic, single-
cell non-SFN broadcast multicast traffic as well as broadcast control channels. Also, for
illustration purposes we assumed that the frequency resource reserved for fractional loading
consists of a number of resource blocks. We note that the frequency resource can also be
reserved on a subcarrier-level to provide greater granularity in resource allocation as well as
increased frequency diversity. Furthermore, in order to randomize the inter-cell interference
on the reserved resource due to competing transmissions in the neighboring cells, the selection
of time-frequency resources can be independent from cell to cell. This can be achieved by
using, for example, a pre-known pseudo-random cell-specific sequence that determines the
resources used for transmission in a cell employing partial loading.

With independent transmissions between neighboring cells, the fractional loading approach
does not need any co-ordination between cells and therefore, in some cases, the transmissions
from neighboring cells can overlap and collide. In the example of Figure 16.14, cell-1 transmis-
sions do not overlap with the transmissions from the neighboring cells 5 and 6 (see Figure 16.4)
in OFDM symbols 0, 4 and 5. In OFDM symbols 1 and 3, cell-1 transmission overlaps with
one neighboring cell while in OFDM symbol 2 transmissions overlaps with both cell-5 and
cell-6. The cell-1 will see highest SINR in OFDM symbols 0, 4 and 5, a relatively lower SINR
in OFDM symbol 1 and 3 and an even lower SINR in OFDM symbol 2. In general, a fractional
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loading approach can provide an overall gain if statistically the gains in capacity are higher
benefiting from reduced interference than the loss in bandwidth due to operation at fractional
loading.

The average capacity in a fractional loading approach can be approximated as:

Caverage = p0c0 + p1c1 + p2c2 + p3c3 [b/s/Hz]
ci = log2 (1 + ρi) [b/s/Hz], (16.18)

where ci is the capacity in a time-frequency resource with i number of transmissions among
the neighboring cells. In the example where a given time-frequency resource is shared among
3 neighboring cells, there can be 0, 1, 2 or 3 transmissions in a time-frequency resource. Also,
ρi indicates the SINR experienced with i number of transmissions among the neighboring
cells and is approximated as:

ρ0 = 0.0 = −∞ dB

ρ1 = R−α

3 × (2R)−α + 6 ×
[(√

3 + 1
)

R
]−α

3

= 3

3 × (2)−α + 6 ×
(√

3 + 1
)−α

ρ2 = R−α

(R)−α + 3×(2R)−α+6×
[(√

3+1
)
R
]−α

3

= 1

1 + 3×(2)−α+6×
(√

3+1
)−α

3

ρ3 = R−α

2 × (R)−α + 3×(2R)−α+6×
[(√

3+1
)
R
]−α

3

= 1

2 + 3×(2)−α+6×
(√

3+1
)−α

3

.

The numerical results for average capacity in a fractional loading approach are provided in
Figure 16.15. It can be noted that the capacity is maximized at around 2/3 loading (effective
reuse of 3/2 = 1.5). At lighter loading, the capacity is lower because some time-frequency
chunks go wasted where none of the neighboring cells transmit. At very high loading, the
capacity is lower again due to increased interference. The fractional loading of 1 corresponds
to a universal frequency reuse case where all the cells transmit in all the time-frequency
resources. The capacity for reuse of 1 for path-loss exponents of 2, 3, 3.6 and 4 respectively
are 0.48, 0.54, 0.56 and 0.57 b/s/Hz. The maximum capacity numbers with fractional loading
for path-loss exponents of 2, 3, 3.6 and 4 respectively are 0.55, 0.72, 0.84 and 0.91 b/s/Hz.
The fractional loading of 0.6–0.7 appears to maximize the achievable capacity for various
path-loss exponents. It can also be noted that for larger path-loss exponents such as α = 4,
the fractional loading approach can provide around 60% (0.91 vs. 0.57 b/s/Hz) improvement
in cell-edge performance relative to reuse of 1. In addition, under an ideal frequency reuse
of 3, cell-edge performance can be further improved by approximately 26% (see Figure 16.6,
1.15 vs. 0.91 b/s/Hz) relative to fractional loading. However, we reiterate that a frequency
reuse approach might be challenging to implement in practice due to the required frequency
planning.
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Figure 16.15. Capacity as a function of fractional loading.
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Figure 16.16. Load information exchange.

16.7 ICI co-ordination in the LTE system

In the downlink, ICI co-ordination is enabled by eNB power restriction as described in Chapter
13, Section 13. 2. 3. The power restriction information consists of a bitmap of size equal to the
number of physical resource blocks (PRBs) that is exchanged among eNBs on the X2 interface.
Each position in the bitmap represents a PRB for which value ‘1’ indicates transmit power
exceeding the threshold and value ‘0’ indicates transmit power not exceeding the threshold.
The threshold value is also exchanged along with the bitmap.

The LTE system defines a load indication procedure for uplink inter-cell interference co-
ordination. This mechanism is used to send an interference overload indication when an eNB
experiences too high interference on some resource blocks. The eNB experiencing excessive
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interference initiates the procedure by sending an uplink interference overload indication (OI)
message to intra-frequency neighboring eNBs. The information exchanged consists of high
interference, medium interference or low interference indication for each PRB. Additionally,
high interference indication (HII) information consisting of a bitmap of size equal to the
number of PRBs is exchanged. Each position in the bitmap represents a PRB for which value
“1” indicates high interference sensitivity and value “0” indicates low interference sensitivity.

16.8 Summary

The LTE system targets improved cell-edge performance in order to provide service consis-
tency in terms of geographical coverage and throughputs. In interference-limited scenarios,
the cell-edge performance can be improved via inter-cell interference co-ordination. We noted
that, for a cell-edge user, reuse of seven while providing some data rate gains relative to uni-
versal frequency reuse performs worse than reuse of three. This means that the bandwidth
penalty resulting from reuse of seven does not justify the improvements in cell-edge SINR.
We also observed that the most benefit gained from inter-cell interference control is for the
cell-edge users. Therefore, schemes that allow universal frequency reuse for cell-center users
and reuse greater than one for cell-edge users such as fractional frequency reuse present a
greater potential for cell-edge performance improvement while minimizing the impact on
overall system capacity and throughput. However, the inter-cell interference co-ordination
schemes based on fractional frequency reuse require careful frequency planning which may
be challenging in practice due to irregular cell shapes and varying propagation conditions.

A simpe fractional loading approach can also be considered for improving cell-edge perfor-
mance without requiring careful frequency planning. In this case, each cell randomly selects
a subset of time-frequency resources for transmission. The gains come from the fact that
higher SINR can be achieved on resources not instantaneously used in neighboring cells due
to random selection of resources for transmission.

The LTE system defines eNB power restriction signaling to support inter-cell interference
co-ordination on the downlink. Moreover, two types of inter-eNB communication mechanisms
that include overload indication and high interference indication are defined for uplink inter-
cell interference control. The load indication procedure is used for sending an interference
indication when an eNB experiences too high interference on some resource blocks in the
uplink. The receiving eNB may then control the power transmitted on the resource blocks
experiencing higher interference in the eNB sending the overload indication signal.
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Voice communication and download data services such as web browsing are based on
point-to-point (PTP) communication. On the other hand, multicast and broadcast services are
based on point-to-multipoint (PTM) communication, where data packets are simultaneously
transmitted from a single source to multiple destinations. Examples of broadcast services are
radio and television services that are broadcast over the air or over cable networks and the
content is available to all the users. Multicast refers to services that are delivered to users
who have joined a particular multicast group. The service delivery using point-to-multipoint
(PTM) communication is generally more efficient when a large number of users is interested in
receiving the same content such as a mobile TV channel. This results in efficient transmission
not only over the wireless link but also in the core and access networks. This is because a
single multicast broadcast packet travels in the core and access networks and is copied and
forwarded to multiple Node-Bs in the multicast broadcast area.

The broadcast services can be delivered to mobile devices either via an independent
broadcast network such as DVB-H (digital video broadcast-handheld) [1], DMB (digital
multimedia broadcast), MediaFLO [2] or over a service provider’s cellular network. The
DMB is a South Korean standard derived from the digital audio broadcast (DAB) standard
[3]. In the case of an independent broadcast network, dual mode UEs capable of receiving
service from both the broadcast network and the cellular network are required. In the case
where broadcast service is delivered using the service provider’s cellular network, a single
network is used for delivery of both broadcast and unicast traffic. This allows single mode
terminals to receive both the broadcast and unicast traffic from the same network. Another
drawback of a separate broadcast network is spectrum availability and the cost of building a
new broadcast network infrastructure.

The multicast and broadcast capabilities have already been introduced in the existing 3G
wireless systems. In the cdma2000 family of standards, both high rate packet data (HRPD) [4]
and cdma2000 revision D [5] support broadcast and multicast applications. The multimedia
broadcast multicast service (MBMS) is specified in UMTS release 6 standard [6]. The
broadcast services need to be delivered in a cost effective way in order for these services
to be popular among consumers. This demands, among other factors, extremely high spectral
efficiency for these services due to scarcity of the radio spectrum. Therefore, techniques
that provide increased spectral efficiency for broadcast services such as single frequency
network (SFN) operation have recently been introduced in the LTE and in other cellular
standards.

In this chapter, we first describe SFN and its benefits for broadcast transmission. We
then discuss two orthogonal multiplexing approaches for unicast and broadcast namely
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time-multiplexing and frequency-multiplexing along with their pros and cons. Finally, we
expose a non-orthogonal multiplexing approach that is based on unicast and broadcast
superposition and the interference cancellation concept.

17.1 Multicast broadcast system

A broadcast or multicast service is delivered in a broadcast multicast service area which
refers to the coverage area in which a specific broadcast service is available. A broadcast area
is defined on a per-broadcast-service basis which means that different broadcast multicast
services may have different broadcast multicast coverage areas. A broadcast service area may
represent the coverage area of the entire network or part of the network. A simplified diagram
of a cellular broadcast multicast system with broadcast multicast area consisting of six cells
is shown in Figure 17.1. A content provider can be a cellular service provider or a third party
and acts as the source of multicast broadcast content. The evolved broadcast multicast service
center (eBM-SC) acts as an entry point for content-delivery services. The eBM-SC forwards
the broadcast multicast packets to the eMBMS gateway from where the packets are distributed
to eNode-Bs in the broadcast multicast area. A key point in broadcast multicast transmission
over the air is that the same information is transmitted simultaneously from Node-Bs in the
broadcast multicast area. This allows UEs to receive broadcast multicast signals from multiple
cells.

17.2 Single frequency network

In the case of point-to-point (PTP) unicast communication, different information contents are
transmitted to different UEs in different cells in the system. A UE at the cell-edge as shown
in the example of Figure 17.2 experiences interference from 11 cells. This is assuming a
hexagonal cell-layout, 2-tiers of interferers and universal frequency reuse i.e. reuse of one. In
this case, two interferers are at distance R, three interferers at distance 2R and six interferers at
a distance of 2.7R, where R is the cell radius. The worst-case signal-to-interference-plus-noise
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Figure 17.1. A multicast broadcast system.
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Figure 17.2. An example of interference experienced by a cell-edge UE.

ratio (SINR), assuming a total of 11 interferers, is then written as:

ρreuse-1 = P
(
R−α)

P

(
2 × (R)−α + 3 × (2R)−α + 6 ×

[(√
3 + 1

)
R
]−α)+ N0W

= 1

2 + 3 × (2)−α + 6 ×
(√

3 + 1
)−α + N0W

P(R−α)

, (17.1)

where α is the path-loss exponent. We assumed that all the base stations transmit at the same
constant power P watts. Also, if we ignore the background noise (N0W ), six interferers at a
distance of 2.7R and three interferers at distance 2R, the maximum SINR is upper bounded
by −3 dB as given below:

ρreuse-1 = R−α

2 × (R)−α
= 1

2
= −3 dB. (17.2)

This is because two interferers are located at the same distance as the desired cell, that
is, distance R from the UE. A low SINR of −3 dB means that very high data rates cannot
be supported at the cell-edge for transmission in unicast mode where different base stations
transmit different content.

Let us now assume a broadcast case where all cells in the system transmit the same content.
We first consider the case of broadcast transmission using code division multiple access
(CDMA). For simplicity of analysis, we assume that the UE receives equal power P from
all the base stations transmitting the broadcast content. This may be a reasonable assumption
for the broadcast scenario where the cell edge users limit the performance and these users
receive signals from multiple base stations. Therefore, in our assumption the signal from a
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given base station is either received at the same equal power or no signal is received at all.
Note that in a practical system, a given UE would only be receiving signals from a subset of
base stations in the system. For base stations farther away from the mobile, a very weak or
no signal may be received. Furthermore, we assume a single path flat-fading channel i.e. no
inter-symbol-interference (ISI).

The signal-to-interference-plus-noise ratio (SINR) for the signal received from base station
j is written as:

ρj = P

(J − 1)P + N0
. (17.3)

It is assumed that the different copies of the signal received from different base stations
are asynchronous, so that copies from transmitters other than the jth base station become
interference. Note that even when the cells are synchronized, the signals received at the UE
from multiple cells are not guaranteed to be received in a synchronous manner due to different
propagation delays from different cells. We further assume that a Rake receiver is used to
track and combine signals from a total of J base station transmitters. Using maximum-ratio-
combining (MRC) for signals received from different base stations, the average signal-to-noise
ratio can be expressed as the sum:

ρ =
J∑

j=1

ρj =
J∑

1=1

(
P

(J − 1)P + N0

)
= JP

(J − 1)P + N0
. (17.4)

It can be noted that the maximum achievable SINR is limited to 1 (0.0 dB) when the
broadcast signal is received from a large number of base stations (J � 1). The capacity for
broadcast traffic in a CDMA system using Rake receiver can then be written as:

CBroadcast-CDMA = log2 (1 + ρ) = log2

(
1 + JP

(J − 1)P + N0

)
[b/s/Hz]. (17.5)

We observe that the achievable capacity for broadcast in a CDMA system is limited to
1 b/s/Hz when the broadcast signal is received from a large number of base stations (J � 1).
It should be noted that the above formulation assumes that CDMA Rake receiver has a large
number of fingers available to potentially receive signals from a large number of base stations.
In practice, lower capacity would be achieved for CDMA due to limitation on the maximum
number of Rake fingers. However, we note that advanced receivers employing equalization
can be used to improve the performance of a broadcast CDMA system at the expense of
additional complexity.

Let us now turn our attention to a broadcast system using OFDM. We assume that cells
in the system transmitting broadcast content are synchronized such that the signals arrive at
the UE with delays within the OFDM cyclic prefix length. The cyclic prefix length in the
OFDM broadcast systems are generally chosen such that propagation delays are within the
cyclic prefix length. This generally requires a larger cyclic prefix for a system with larger
cells deployment.

With an OFDM system transmitting the same information from multiple cells, the delayed
copies of the same signal received at the UE simply result in a phase shift in the frequency.
Let Dj denote the delay in samples for the OFDM symbol received from the jth cell. The angle
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ϕj for the jth cell can then be written as:

ϕj = 2π

N
Dj . (17.6)

The OFDM subcarrier k received from the jth cell experiences a phase shift of ejϕjk .
Let Hj (k) represent the channel gain from cell j on the kth subcarrier, then the composite

channel gain Hc (k) experienced by a modulation symbol transmitted on the kth subcarrier is
given as:

Hc(k) = H0 (k)+ H1 (k) · ejφ1k + · · · + H(J−1) (k) · ejφ(J−1)k . (17.7)

Note that we assumed that the received power from each of the cells is equal. We remark
that when the same signal is transmitted from multiple cells using OFDM and received with
certain relative delays, the overall composite channel becomes frequency-selective. This is
because the delayed signals from different cells just appear as multi-paths carrying the same
information signal. The channel gain power

∣∣Hp (k)
∣∣2is plotted in Figure 17.3 for the case of

three cells. In Figure 17.3, we assumed delay values of 0, 4 and 8 samples from the first, second
and third cells respectively. Also, we assumed that the channel is flat-fading from each cell.
We note that three cells results in peaks of up to 10 log10 (3) = 4.7 dB relative to a flat-fading
case when the signals transmitted from the three cells combine coherently. At some other
subcarriers, the signal power is lower than in the baseline flat-fading case. We also note that
there is no loss of power and there is no interference in the system apart from the background
noise. The only effect is the introduction of frequency selectivity. Such a broadcast system
using OFDM transmission from synchronized base stations is referred to as a single frequency
network (SFN).
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Figure 17.3. Received signal power spectral density for the case of 3 cells in OFDM broadcast.
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The channel capacity limit for an SFN system can be written as:

C = E[log2(1 + |Hc(k)|2 SNR)], (17.8)

where Hc (k) is the composite channel gain experienced by a modulation symbol transmitted
on the kth subcarrier. The frequency selectivity introduced by SFN transmission provides a
frequency diversity benefit. On the other hand, the drawback of frequency selectivity is the
impact on channel capacity. Let us consider this effect at both low and high SNR. At low
SNR, the capacity scales approximately linearly with SNR as given by:

C = E[log2(1+ |Hc(k)|2 SNR)] ≈ E[|Hc(k)|2 SNR] log2 e = SNR × log2 e. (17.9)

This means that at low SNR, capacity is not a concave function of SNR and hence there is
no capacity penalty due to frequency selectivity.

At very high SNR, |Hc(k)|2 SNR � 1 and the above equation can be simplified as:

C ≈ E[log2(SNR × |Hc(k)|2)] = log2 SNR + E[log2(|Hc(k)|2)], (17.10)

where E[log2(|Hc(k)|2)] represents the penalty due to frequency selectivity introduced by
SFN which is characterized as −2.5 dB for a Rayleigh fading channel as discussed in Section
3.3. Since the broadcast performance is limited by the outage for the weakest user in the
system, the diversity benefit outweighs the capacity loss as is discussed in Chapter 6 on
transmit diversity. Note that we assumed a flat-fading channel from each of the base stations.
In a more realistic situation, when the channel from each base station is frequency-selective,
there is already some frequency diversity present without SFN. In this case, the SFN operation
makes the overall channel from multiple base stations even more selective.

This increased frequency selectivity in an SFN environment leads to two consequences.
Firstly, channel estimation in a highly frequency selective channel requires a high density
of reference signals in the frequency-domain. In the LTE system, the frequency density
for Multicast Broadcast SFN (MBSFN) reference signals are three times higher than the
unicast reference signals (see Chapter 9, Section 9.6.2). Secondly, high-frequency selectivity
results in the puncturing of some of the transmitted modulation symbols, which requires
the use of stronger coding. This requires switching to higher-order modulations at a lower
coding rate (see Chapter 12, Section 12.4.2). The lower coding rate allows decoding of the
multicast broadcast SFN (MBSFN) transmissions even if some of the modulations symbols
are punctured. Note that in SFN there is no loss of energy, rather some of the modulations
symbols experience very high SINR while some symbols experience a very low SINR.
When higher-order modulation is transmitted at a lower coding rate, the transmissions may
be decoded because some symbols are received at very high SINR. A lower coding rate
assures that there is still sufficient redundancy even when some modulation symbols are
erased.

17.3 Multiplexing of MBSFN and unicast

Let us start by looking at an interference-limited case for the unicast traffic. In an interference-
limited scenario, we can ignore the background noise (N0W ) in Equation (17.1). The
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worst-case signal-to-interference-plus-noise ratio (SINR) for the user in Figure 17.2 can then
be written as:

ρreuse-1 = R−α

2 × (R)−α + 3 × (2R)−α + 6 ×
[(√

3 + 1
)

R
]−α

= 1

2 + 3 × (2)−α + 6 ×
(√

3 + 1
)−α . (17.11)

We assumed that all the base stations transmit at the same constant power. We note that
the unicast SINR in an interference-limited case is independent of the base station transmit
power.

We noted that for MBSFN, the signals received from multiple synchronized base stations
do not interfere with each other as long as the relative delays of the received signals are within
the OFDM symbol cyclic prefix length. Therefore, there is no interference when the same
broadcast content is transmitted system-wide apart from the background noise.

The signal-to-interference-plus-noise ratio (SINR) for SFN assuming reception from a total
of 12 cells as shown in Figure 17.2 can be written as:

ρSFN-12 = P(3 × (R)−α + 3 × (2R)−α + 6 × [(√3 + 1)R]−α)
N0W

. (17.12)

It can be noted that increasing transmit power results in linear increase (within practical
receiver limits) of SFN broadcast SINR.

Let us summarize our investigation on the effect of base station transmit power on SINR
for a unicast and SFN broadcast traffic. We noted that in an interference-limited scenario,
the unicast SINR does not benefit from the increased base station power. This is because
when the power is increased in the own cell, the transmit power is also increased in the
interfering neighboring cells. However, in the case of SFN broadcast, the increased base
station transmit power results in a linear increase in SINR. In the case of an interference-
limited unicast scenario if increased transmit power does not help increase SINR, lowering
transmit power should not effect SINR either. Therefore, we may say that excess base station
power is available in an interference-limited unicast system. This is because base station
transmit power is generally dimensioned for the coverage-limited situation and full transit
power is generally not needed in interference-limited cases.

Can the excess unicast power somehow be used for SFN broadcast? The answer lies in
the SFN broadcast and unicast multiplexing approach. In the case of time-domain sharing of
resources between SFN broadcast and unicast, the maximum power spectral density (PSD)
between SFN broadcast and unicast is generally the same and is limited by the maximum
base station (eNode-B) transmit power. The power cannot be shared across time and therefore
there are no benefits in lowering unicast transmit power.

On the other hand, if SFN broadcast and unicast are frequency-multiplexed, the total eNode-
B transmit power can be shared between SFN broadcast and unicast.The power spectral density
(PSD) for frequency resources used for SFN broadcast can be increased while lowering the
PSD on unicast frequency resources.

This way the excess unicast power can be allocated to SFN broadcast traffic resulting in
enhanced broadcast SINR and hence improved performance in an SFN-based transmission.
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Figure 17.4. An example of power sharing between MBSFN and unicast.

Figure 17.4 displays an example of power sharing between MBSFN and unicast. In unicast
slots for the time-multiplexed case, a power of (1 − α)P watts is used for unicast traffic and
αP watts is wasted because transmission at increased power does not help to improve unicast
SINR. However, during broadcast slots, the transmission happens at the full power P watts
because transmitting at a higher power always helps the MBSFN traffic. The total energy
transmitted for MBSFN for the time-multiplexed case is then (P/4) joules assuming 1/4 duty
cycle for the MBSFN traffic. In the the frequency-multiplexed case, however, the power
can be shared between the unicast and broadcast traffic. Therefore, when broadcast traffic is
transmitted at the same time as the unicast traffic using orthogonal OFDM subcarriers, the
unused power can be allocated to broadcast traffic. This unused power that was not helping the
unicast traffic can now help to improve the broadcast performance. In the case of frequency-
multiplexing, 1/4 of the subcarrier resource is allocated to broadcast in order to account for
the same bandwidth fraction as with 1/4 duty cycle with time-multiplexing. Therefore, the
performance of the unicast traffic is unaffected. However, the energy for broadcast traffic
is now αP joules. Therefore, the broadcast energy is always equal or better with frequency-
multiplexing compared to the time-multiplexing case as long as α is greater than the broadcast
duty cycle, that is the power spectral density (PSD) on the broadcast resources is higher than
the PSD on unicast resources.

We provide a simple analysis showing potential gains of power sharing between SFN
broadcast and unicast by frequency-multiplexing. We noted that excess power is available at
the base station carrying only unicast traffic and operating in an interference-limited situation.
This excess power can be allocated to SFN broadcast traffic resulting in enhanced broadcast
SINR. When SFN broadcast and unicast are frequency multiplexed, the capacity for SFN
broadcast can be written as:

CMBSFN = β · W · log2

(
1 + α · P

β · W · N0

)
b/s/Hz, (17.13)



434 Single frequency network broadcast

where β is the fraction of the total bandwidth allocated to MBSFN. We assume that the
remaining bandwidth (1 − β) is allocated to unicast. α represents the total fraction of power
allocated to MBSFN. We assume that the remaining power (1 − α) is allocated to unicast. P
and W represent the total received power and total system bandwidth respectively. Note that,
for simplicity, we ignore the penalty due to frequency selectivity in (17.13). For the case of
uniform power spectral density (PSD) between MBSFN and unicast (α = β), we can write
(17.13) as:

CMBSFN = β · W · log2

(
1 + P

W · N0

)
b/s/Hz. (17.14)

The above equation also determines the capacity limit when broadcast and unicast traffic is
time-multiplexed. In this case, β will represent the fraction of time allocated to the broadcast
traffic. The capacity limit for unicast traffic with frequency-multiplexing of broadcast and
unicast traffic can be written as:

Cunicast = (1 − β) · W · log2

(
1 + (1 − α) · P

(1 − β) · W · N0 + (1 − α) · f · P

)
b/s/Hz,

(17.15)

where f represents the ratio between other-cell and own-cell signal. f is in general larger for
users at the cell-edge. For the case of uniform power spectral density (PSD) between MBSFN
and unicast, i.e. α = β, the above equation simplifies to:

Cunicast = (1 − β) · W · log2

(
1 + P

W · N0 + f · P

)
b/s/Hz. (17.16)

This equation also determines the unicast capacity limit when broadcast and unicast traffic
is time-multiplexed. In this case, (1 − β) will represent the fraction of time allocated to the
unicast traffic. In an interference-limited situation (the case for most cellular deployments in
urban areas) with (WN0 � fP), the capacity limit can be written as:

Cunicast = (1 − β) · W · log2

(
1 + P

f · P

)
. (17.17)

That is, increasing power P does not help in improving the unicast SINR. This is in line
with our earlier conclusion that excess power is available at the eNode-B carrying only unicast
traffic and operating in an interference-limited situation.The PSD ratio between SFN broadcast
and unicast traffic is given as:

PSDMBSFN

PSDunicast
= 10 log10

[
α/β

(1−α)
(1−β)

]
= 10 log10

[
(1 − β) · α
(1 − α) · β

]
dB. (17.18)

Figure 17.5 displays the numerical results for the case of 20%, 40% and 60% bandwidth
allocated to MBSFN using frequency-multiplexing. We consider a case where the total system
bandwidth available for both unicast and MBSFN is 10 MHz. In the case of time multiplexing
the numbers 20%, 40% and 60% represent the fraction of time allocated to broadcast traffic.
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Figure 17.5. Capacity limit for broadcast using frequency multiplexing, P
N0W = 10 dB.

Furthermore, we assumed the MBSFN SNR of (P/N0W = 10 dB). The case of 0.0 dB PSD
ratio between broadcast and unicast represents the case of time multiplexing and also the
frequency-multiplexing case if the PSD between broadcast and unicast is the same. We
note that the frequency-multiplexing approach can provide about 50% gain over the time-
multiplexing approach (capacity limit of 10.5 relative to 7.0 Mb/s) when PSD on broadcast
resources is 10.0 dB higher than the unicast for the case of 20% broadcast BW allocation. The
gains are relatively smaller when a larger bandwidth is allocated to broadcast. This is due to
the fact that with larger MBSFN bandwidth, a larger amount of power needs to be borrowed
from the unicast to boost the broadcast PSD relative to unicast. However, there is a smaller
amount of total unicast power due to smaller bandwidth allocation to unicast. The gains of
frequency multiplexing will be larger when broadcast uses a small amount of bandwidth.

Figures 17.6 and 17.7 show MBSFN spectral efficiency for the case of (P/N0W = 0.0 dB)
and (P/N0W = 20 dB) respectively. We note that frequency multiplexing of MBSFN and
unicast provides larger gains relative to the time-multiplexing approach when the MBSFN
SINR is low as depicted by Figure 17.6. We note that for (P/N0W = 0.0 dB) and 20% MBSFN
bandwidth allocation, the frequency-multiplexing approach provides two times larger spectral
efficiency when PSD on broadcast resources is 8.0 dB higher than the unicast PSD. When the
MBSFN SINR is large the gains from frequency multiplexing are small as is shown in Figure
17.7. We note that the frequency-multiplexing approach allows higher PSD for MBSFN that
increases SINR. However, when the SINR is already large, broadcast performance is not
power-limited and therefore increasing PSD on broadcast resources results in a logarithmic
increase in capacity. We remark that for (P/N0W = 20 dB) and 20% MBSFN bandwidth
allocation, the frequency-multiplexing approach provides only 22% gain when PSD on
broadcast resources is 8.0 dB higher than the unicast PSD.
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We noted that under SFN operation, broadcast SINR improves when more power is
concentrated on broadcast resources in the case of frequency multiplexing. It should be noted
that for the case of frequency multiplexing, the broadcast SINR would be higher depending
upon the amount of power available for broadcast that is not otherwise used by the unicast
traffic. The performance of unicast is unaffected by frequency multiplexing because unicast
SINR is unaffected when power is borrowed from unicast in an interference-limited situation.
In the performance analysis presented here, we ignored the effect of the cyclic prefix overhead.
In some cases with small cell deployments, it is possible to use the normal cyclic prefix for the
broadcast traffic as well. Therefore, there would not be any impact on unicast performance.
In cases where unicast is forced to use the extended cyclic prefix, the gains from broadcast
frequency multiplexing should overcome the loss due to the longer cyclic prefix.

So far we have only considered the power-sharing aspect in MBSFN and unicast
multiplexing. Another multiplexing consideration is the impact on UE power consumption. In
the case of time multiplexing of MBSFN and unicast, the duty cycle of MBSFN transmissions
is minimized. This is because all the resources (bandwidth) within a subframe are used for
MBSFN that allows carrying a large amount of data within a short period of time. With a
low duty cycle, the UE receiver only needs to be turned on during MBSFN transmissions and
hence power savings can be achieved by turning off the receiver during unicast subframes. In
the case of frequency multiplexing, the MBSFN transmissions use a fraction of the bandwidth
and hence the transmission duration in time needs to be extended in order to carry the same
amount of data. In the example of Figure 17.4, time multiplexing requires a duty cycle of 25%
while in the frequency multiplexing approach the duty cycle in time is 100% with continuous
transmission in time. This means that the UE receiver needs to be turned on for longer periods
resulting in increased power consumption in the UE receiver. Therefore, from a UE power
saving perspective, time multiplexing of MBSFN and unicast traffic is preferable.

We noted that with the same amount of resources allocated for the MBSFN traffic,
the frequency-multiplexing approach could stretch a transmission longer in time therefore
benefiting from additional time diversity. We also remark that MBSFN can still benefit from
full frequency diversity by distributed allocation of frequency resources to the MBSFN traffic
when the total frequency resource in a subframe is shared between unicast and broadcast
traffic. Therefore, from a diversity performance point of view, the frequency-multiplexing
approach can be better than the time-multiplexing approach.

It can also be argued that since frequency multiplexing increases throughput of MBSFN, it
requires fewer resources than the time-multiplexing approach to support the same data rate.
This may help to partly offset the transmission expansion in time required for the frequency-
multiplexing approach. Moreover, there may be a requirement of a maximum data rate that
can be received by certain UE classes. Since the MBSFN transmission data rate is determined
by the highest data rate than can be supported by the lowest class UE, this may also limit
the maximum data rate that can be used for MBSFN transmission. This means that using
full bandwidth in a given subframe for MBSFN may result in underutilization of the system
capacity in that subframe. Moreover, a UE may not be interested in receiving all the MBSFN
services at a given time. In the case of mobile TV application, for example, a UE may be
interested in receiving a single TV channel at a given time. It is therefore possible to time-
multiplex different channels to reduce the duty cycle from a given UE perspective. However,
these different TV channels can be frequency-multiplexed with the unicast traffic.

Figure 17.8 displays a hybrid time/frequency-multiplexing approach. The MBSFN is
frequency multiplexed along with the unicast traffic in the same subframe of 1.0 ms. The
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Figure 17.8. An example of hybrid time/frequency-multiplexing between MBSFN and unicast.

hybrid subframes containing MBSFN and unicast traffic are further time-multiplexed with
the unicast traffic. In order to allow a low duty cycle of MBSFN from a UE perspective, the
TV channel#1 and TV channel#2 are time-multiplexed with respect to each other. This allows
UEs interested in a single MBSFN service to turn off their receivers in subframes carrying
other MBSFN services. In the example of Figure 17.8, the duty cycle for a UE interested in a
single mobile TV channel is only 25% (every fourth subframe). The amount of frequency and
time resources needed for MBSFN can be configured by the network based on the MBSFN
traffic requirements. A pure time multiplexing of MBSFN and unicast can be realized by
allocating the whole frequency resource in the hybrid subframes to the broadcast traffic. This
hybrid approach allows exploiting some of the benefits of frequency multiplexing such as
power sharing between MBSFN and unicast and also enabling lower data rates transmissions
without wasting resources within a subframe. Note that unlike the time-multiplexing approach,
the resources not used by MBSFN in hybrid subframes can be used by unicast.

17.4 MBSFN and unicast superposition

So far we have considered multiplexing schemes that require orthogonal resources for MBSFN
and unicast. In this section, we discuss a new approach whereby the MBSFN and unicast traffic
are carried over the same time and frequency resources in a non-orthogonal fashion [7]. This
can be achieved by a simple linear superposition of MBSFN and unicast transmissions as
illustrated in Figure 17.9. We note that different information content is transmitted in different
cells for the case of unicast while the same information content is simultaneously transmitted
from multiple cells for the case of MBSFN. Since MBSFN transmission is targeted to be
received by all the UEs in the MBSFN area, MBSFN signals can be successfully decoded and
cancelled from the overall composite received signal leaving no MBSFN interference to the
unicast traffic. Once the MBSFN signal is detected and cancelled, demodulation and decoding
of unicast traffic can start. This way the MBSFN transmissions do not use any orthogonal
resources thus greatly improving the overall system capacity and efficiency. This, of course, is
achieved at the expense of additional interference cancellation complexity at the UE receiver.

Figure 17.10 displays an MBSFN/unicast superposition transmitter.The control information
such as unicast and MBSFN reference signals and scheduling grants are transmitted over
orthogonal resources. This is to enable robust system operation not requiring MBSFN
interference cancellation for reception of critical control information. In general, the
scheduling grants do not use hybrid ARQ and therefore need to be transmitted with very high
reliability on the first transmission attempt.Allocation of orthogonal resources to signaling and
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Figure 17.9. An illustration of MBSFN/unicast superposition.
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control assures high reliability for the critical system control information. The power allocated
to control channels can be adjusted dynamically by controlling the control channel gain factor,
g2

c . The MBSFN and unicast signals are linearly superimposed (added) in the frequency-
domain before IFFT on the same subcarrier resources. The ratio between MBSFN and unicast
power g2

b

/
g2

u can be selected for the desired MBSFN data rate taking into account total
available power for MBSFN and unicast traffic. The superimposed composite signal is then
mapped to OFDM subcarriers at the input of IFFT. It should be noted that both MBSFN and
unicast traffic use the same set of subcarriers thereby not requiring any orthogonal resources.
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Figure 17.11. Receiver operation for MBSFN/unicast superposition and interference cancellation.

The total power is shared between the MBSFN and the unicast traffic by appropriately selecting
the gain factors g2

b and g2
u respectively.

The receiver operation for MBSFN superposition and interference cancellation scheme is
shown in Figure 17.11. The received signal is filtered, amplified and converted from analog
to digital. After discarding the cyclic prefix (CP), an FFT operation is performed on the
received signal. Since the control information including MBSFN and unicast reference signals
are transmitted over orthogonal subcarriers, these signals can be recovered at the output of
FFT without requiring any interference cancellation. The frequency domain samples of the
composite signal are buffered for further processing. The MBSFN data is first demodulated
and decoded using MBSFN channel estimates obtained from MBSFN reference signals. The
MBSFN reference signals are transmitted using the same time-frequency positions from all
the base stations in an MBSFN zone. This provides for an overall channel estimate for the
signal received from multiple base stations transmitting the same content in the MBSFN
zone. The MSFN signal is reconstructed using the MBSFN channel estimates and successfully
decoded MBSFN information block. The reconstructed MBSFN signal is then cancelled from
the overall received signal stored in the buffer. The reconstruction of the MBSFN signal
using the overall SFN channel estimate assures that all the MBSFN interference including
MBSFN interference from neighboring cells to the unicast traffic is cancelled. This results in
a clean unicast signal that is free from any MBSFN interference. This clean unicast signal is
then further processed for unicast traffic demodulation and decoding. The channel estimates
obtained from unicast reference signals are used for unicast demodulation.

Some of the challenges with interference cancellation in the context of unicast traffic only
such as channel estimation error and error propagation are discussed in [9]. However, we will
point out here that canceling an MBSFN signal affords certain attractive features from the
complexity and robustness point of view. In general, the MBSFN information is available
to all the users in the system with very high reliability i.e. the target block error rate on the
MBSFN traffic is 0.1–1%. Therefore, the MBSFN signal can be reconstructed and cancelled
with a fair degree of accuracy given that good channel estimates are available. It should be
noted that MBSFN generally does not use hybrid ARQ and, therefore, 99% (with 1% FER
requirement) of the MBSFN transmissions are successful on the first attempt. A successful
transmission is a prerequisite for effective reconstruction of the signal and its cancellation
from the overall received signal. Since a single MBSFN stream is cancelled, the complexity
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Figure 17.12. MBSFN and unicast information blocks decoding timing.

of the proposed approach is also moderate. Moreover, unlike conventional successive
interference cancellation there are no issues with error propagation because of a single stream
cancellation.

An MBSFN information block is independently coded along with a CRC and is transmitted
within a subframe as shown in Figure 17.12. The subframe duration or transmission time
interval in the LTE system is 1 ms. By using the same subframe for both MBSFN and unicast,
a small additional delay is introduced for the unicast traffic as shown in Figure 17.12. The
unicast decoding starts immediately after decoding of the MBSFN information block. It can
be noted that some loss of time-diversity for MBSFN may occur relative to the case where the
MBSFN information block is transmitted over multiple subframes. The broadcast traffic is
generally not time-sensitive and its transmission can be spread out over multiple subframes.
However, in the MBSFN superposition and interference cancellation approach, MBSFN traffic
benefits from full frequency diversity because the MBSFN signal is transmitted over almost
the whole system bandwidth making it less dependent upon time diversity. We transmit the
broadcast information block in the same time interval as the unicast information block to
limit the delays introduced for the unicast traffic. It should, however, be noted that when
unicast traffic employs the successive-interference cancellation receiver for MIMO spatial
multiplexing, similar delays as in the superposition approach are introduced.

In the MBSFN superposition and interference cancellation approach, the unicast decoding
only happens after decoding the MBSFN information. This may represent a significant
computing burden on the UE processing and battery life if it continuously needs to perform
interference cancellation on the MBSFN traffic. However, we know that in packet-based
communications a user receives traffic for short periods of time with large inactivity periods
in between. During inactivity periods, the UE only needs to listen to control information
such as paging messages and scheduling grants transmitted from the network. Therefore,
a system design that minimizes the computation effort for the UE requires that the control
information be transmitted on orthogonal OFDM subcarriers as shown in Figure 17.10. In this
way, a UE who is listening to just the control information does not need to perform interference
cancellation of the MBSFN traffic.When a traffic transmission happens for a UE, it is indicated
via the scheduling grant. Therefore, a UE needs to perform interference cancellation of the
MBSFN signal only when it is receiving unicast traffic transmission. In general, the control and
signaling information uses around 10–20% of the system bandwidth leaving the remaining
80–90% of the bandwidth for traffic. Therefore, even by using orthogonal subcarriers for
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control and signaling, the MBSFN traffic can be superimposed on a large fraction of the
traffic bandwidth. For simplicity, in the following discussions, we will assume that all the
bandwidth is available for unicast and broadcast traffic.

Similar to the MBSFN/unicast frequency-multiplexing approach, the MBSFN
superposition and interference cancellation approach allows to trade off power allocation
between unicast and MBSFN traffic for certain performance and capacity targets. In the
frequency-multiplexing approach, the total resource needs to be shared between MBSFN
and unicast traffic. However, in the MBSFN/unicast superposition approach full frequency
resources are available to both MBSFN and unicast. When MBSFN and unicast traffic is
superimposed, the capacity for MBSFN can be written as:

Cmbsfn = W · log2

(
1 + α · P

W · N0 + (1 − α) · P

)
. (17.19)

It should be noted that with the superposition approach, full bandwidth is available to both
broadcast and unicast. However, the power allocated to unicast (1 − α)P now appears as
interference to broadcast traffic. The broadcast to unicast power ratio can be written as:

g2
b

g2
u

= 10 · log10

(
α

1−α
)

dB. (17.20)

The capacity limit for unicast traffic with broadcast and unicast superposition is given as:

Cunicast = W · log2

(
1 + (1 − α) · P

Isfn + W · N0 + (1 − α) · f · P

)
, (17.21)

where Isfn is the residual interference due to imperfect cancellation of the MBSFN signal.
The impact of residual interference on the system capacity is evaluated in [7]. With perfect
interference cancellation, Isfn = 0 and capacity for unicast can be written as:

Cunicast = W · log2

(
1 + (1 − α) · P

W · N0 + (1 − α) · f · P

)
. (17.22)

In an interference-limited situation with (1 − α) · f · P � W · N0, the above equation
simplifies to:

Cunicast = W · log2

(
1 + P

f · P

)
. (17.23)

It can be noted that the unicast broadcast superposition approach provides 1
(1−β) times

higher unicast capacity relative to the frequency- or time-multiplexing approaches.
The MBSFN capacity results assuming 10 MHz system bandwidth are shown in Figures

17.13–17.15 for 20%, 40% and 80% bandwidth allocation to broadcast in the case of frequency
multiplexing. In the case of time-multiplexing these numbers represent the fraction of time
allocated to broadcast traffic.With superposition, full bandwidth is available for unicast traffic.
In all the cases, we assumed P

/
N0W = 10 dB. From Figure 17.13, for example, we can see

that the superposition approach provides gains relative to frequency multiplexing when a
larger fraction of power can be allocated to broadcast. It can be noted that superposition starts
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outperforming the frequency-multiplexing approach when more than 50% power (α = 0.5)
is allocated to broadcast for the case of 20% bandwidth allocation. This corresponds to
broadcast to unicast power ratio α/(1 − α) of around 0.0 dB. At very high α/(1 − α) ratios (α
approaching 1), superposition provides about three times higher broadcast capacity while at
the same time providing a higher unicast capacity. In particular for 20% broadcast bandwidth
allocation case (β = 0.2) in Figure 17.13, the unicast capacity with superposition is 25%
(1/0.8) higher than the case of the frequency- or time-multiplexing approach. The unicast
capacity in the case of superposition is higher relative to the frequency-multiplexing approach
because full bandwidth is now available to unicast.

The time-multiplexing scheme limits the maximum power spectral density to the same
value between unicast and broadcast traffic. Therefore, the point where the power fraction
and the bandwidth fraction allocated to broadcast are the same can be seen as the performance
with a time-multiplexing approach. In Figure 17.13, for example, the 20% power fraction
point (α

/
(1 − α) = −6 dB on the horizontal axis) corresponds to performance of the time-

multiplexing approach. We also note that frequency multiplexing provides gain over the time-
multiplexing approach as the power spectral density on broadcast resources can be increased
relative to the unicast traffic. It can also be noted that superposition gains relative to the
time-multiplexing approach at higher α

/
(1 − α) ratios are even greater compared to the

frequency-multiplexing approach.
We note from Figures 17.14 and 17.15 that the point at which superposition starts performing

better than the frequency-multiplexing scheme moves towards higher α
/
(1 − α) ratios as the

bandwidth allocated to broadcast for the case of frequency multiplexing increases. This is
expected because as more bandwidth is allocated to broadcast for the frequency multiplexing

Figure 17.13. Capacity limit for MBSFN using superposition of broadcast and unicast for
β = 0.2, P

N0W = 10 dB.
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Figure 17.14. Capacity limit for MBSFN using superposition of broadcast and unicast for
β = 0.4, P

N0W = 10 dB.
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Figure 17.15. Capacity limit for MBSFN using superposition of broadcast and unicast for
β = 0.8, P

N0W = 10 dB.
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Figure 17.16. Capacity limit for MBSFN using superposition of broadcast and unicast for β = 0.2,
P

N0W = 0 dB.

approach, broadcast capacity increases. However, an important point to note here is that
the available bandwidth for unicast reduces as more bandwidth is allocated to broadcast
which lowers unicast capacity. We note from Figure 17.15, for example, that superposition
outperforms the frequency-multiplexing approach for α

/
(1 − α) ratio of greater than 14 dB

while providing five times (100% relative to 20%) larger unicast capacity.
Figures 17.16 and 17.17 show broadcast capacity limits for the case of 20% bandwidth

allocation to broadcast and P
/

N0W of 0.0 and 20 dB respectively. For P
/

N0W of 0.0 dB in
Figure 17.16, we can see that superposition starts outperforming frequency-multiplexing for
broadcast to unicast power ratiosα

/
(1 − α) of less than 0.0 dB.At very highα

/
(1 − α) ratios,

superposition provides about two times higher broadcast capacity relative to the frequency-
multiplexing approach while at the same time providing a higher unicast capacity. The
superposition gains relative to the time-multiplexing approach for high α

/
(1 − α) ratios are

approximately five times higher capacity. For the case of P
/

N0W of 20.0 dB in Figure 17.17,
we can see that superposition starts outperforming frequency multiplexing for α

/
(1 − α)

ratios of more than approximately 3.0 dB. At very high broadcast to unicast power ratios
α
/
(1 − α), superposition provides more than three times higher broadcast capacity while at

the same time providing a higher unicast capacity. The superposition gains relative to the time-
multiplexing approach for highα

/
(1 − α) ratios are approximately four times higher capacity.

17.5 Summary

The simultaneous transmission of broadcast information using the same time-frequency
resources and the same modulation and coding format from multiple synchronized
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Figure 17.17. Capacity limit for MBSFN using superposition of broadcast and unicast for
β = 0.2, P

N0W = 20 dB.

Node-Bs results in an interference-free signal at the UE; such an operation or system is
commonly referred to as a single frequency network (SFN). When multicast broadcast SFN
(MBSFN) and unicast traffic are carried on the same carrier, two orthogonal multiplexing
schemes can be considered. The time-multiplexing approach leads to lower MBSFN duty
cycles resulting inUEbattery power savings as theUEneeds to turnon its receiver infrequently.
Another benefit of the time-multiplexing approach is that a longer cyclic prefix length can be
used for broadcast while using a shorter cyclic prefix for the unicast traffic. This is because
transmission of MBSFN and unicast is separated in time. The MBSFN channel delay spread
is generally larger than the unicast channel due to reception from multiple cells generally
requiring a longer cyclic prefix. The drawback of the time-multiplexing approach, however,
is that total transmit power cannot be shared between MBSFN and unicast.

The frequency-multiplexing approach allows power sharing between MBSFN and unicast.
With the frequency-multiplexing approach, in interference-limited scenarios, the power
allocated to the unicast traffic can be lowered without affecting the unicast performance.
The additional available power can then be allocated to MBSFN traffic improving MBSFN
spectral efficiency. The frequency-multiplexing approach, however, requires the use of the
same cyclic prefix length between unicast and MBSFN. It should be noted that in small
cell deployments, it is possible to use the same shorter CP for both MBSFN and unicast
transmissions. Therefore, there will not be any impact on unicast performance by frequency
multiplexing. In cases where unicast is forced to use a long cyclic prefix, the gains from
MBSFN frequency multiplexing should overcome the loss due to use of a longer cyclic
prefix. We also noted that TDM multiplexing of MBSFN services is possible in both cases
when unicast and MBSFN is time multiplexed or frequency multiplexed. This allows a low
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duty cycle for UEs interested in a single MBSFN service at a given time, thus prolonging the
UE battery life.

We also discussed a non-orthogonal MBSFN and unicast multiplexing approach based on
the concept of superposition and interference cancellation. Like the frequency-multiplexing
scheme, the superposition approach also allows to share total Node-B power between MBSFN
and unicast traffic. The superposition is achieved by a simple linear superposition of MBSFN
and unicast transmissions. The superposed MBSFN signal is decoded and cancelled before
unicast demodulation and decoding. Using this approach, the MBSFN interference to unicast
traffic from own cell and neighboring cells is eliminated. We observed that the superposition
scheme could provide a large capacity advantage relative to orthogonal multiplexing schemes
because full bandwidth is available to both broadcast and unicast. This is particularly true
for the interference-limited cases where excess unicast power is available for use by the
superposed MBSFN traffic.

The LTE system employs a simple time-multiplexing approach for MBSFN and unicast
multiplexing. The frequency multiplexing and superposition of broadcast and unicast were
not included in the standard specifications due to concern on UE complexity. However, both
the frequency multiplexing and superposition schemes are currently under investigation for
the LTE-advanced system.
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18 Spatial channel model

Specification of a propagation channel model is of foremost importance in the design of a
wireless communication system. A propagation model is used to predict how the channel
affects the transmitted signal so that transmitters and receivers that best compensate for the
channel’s corrupting behaviors can be developed. A propagation model is also used as a
basis for performance evaluation and comparison of competing wireless technologies. An
example of such propagation models is ITU-R channel models [1] that were developed for
IMT-2000 system evaluation.Awireless propagation channel model needs to be refined as new
system parameters (e.g. larger bandwidths and new frequency bands) or radio technologies
exploiting new characteristics of the channel such as multi-antenna schemes are introduced.
A well-defined channel model allows for the assessing of the system performance under new
parameters as well as gains due to introduction of new radio technologies. The performance
of multi-antennas technologies, for example, depends upon the spatial correlations between
antennas. As ITU-R channel models do not characterize the spatial correlations, using these
propagation models may lead to overestimating the gains of multi-antenna techniques. In
order to provide a reasonable propagation platform for multi-antenna techniques evaluation,
the spatial channel model (SCM) was developed [2]. The SCM defines a ray-based model
derived from stochastic modeling of scatters and therefore allows to model spatial correlations
required for evaluation of multi-antenna techniques.

18.1 Multi-path fading

Acellular radio system consists of a collection of fixed Node-Bs that define the radio coverage
areas or cells. Typically, a non-line-of-sight (NLOS) radio propagation path exists between a
Node-B and a UE due to natural and man-made objects that are situated between the Node-B
and the UE. As a consequence, the radio waves propagate via reflections, diffractions and
scattering. The arriving waves at the UE (at the Node-B in the uplink direction) experience
constructive and destructive additions because of different phases of the individual waves.
This is due to the fact that at high carrier frequencies typically used in the cellular wireless
communication, small changes in the differential propagation delays introduce large changes
in the phases of the individual waves. If the MS is moving or there are changes in the scattering
environment, then the spatial variations in the amplitude and phase of the composite received
signal will manifest themselves as the time variations known as fast fading.

The instantaneous received power at the UE due to a large number of reflected and scattered
waves is a random variable, which is dependent upon the location of the UE. Let us consider
a case of an unmodulated carrier transmit signal given as:

s (t) = cos (2π fct + ψ) . (18.1)
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Figure 18.1. Incoming wave at a UE receiver.

Let us assume that the nth wave arrives at an angle θn relative to the direction of UE motion
as shown in Figure 18.1. The UE movement introduces a frequency shift referred to as Doppler
shift fD,n in the incident plane wave given as:

fD,n = v

λ
cos θn, (18.2)

where v is the velocity of the UE and λ the wavelength given as:

λ = C

fc
, (18.3)

where C is the speed of light, which is 299 792 458 m/sec in free space. The Doppler shift fD,n

can then be written as:

fD,n = fcv

C
cos θn. (18.4)

The received signal r (t) is given as:

r (t) =
N∑

n=1

cn cos
(
2π
(
fc + fD,n

)
t + ψ + φn

)
, (18.5)

where cn and φn are respectively the amplitude and phase of the nth incoming wave. By using
the Doppler shift fD,n definition from (18.4), the received signal is written as:

r (t) =
N∑

n=1

cn cos

(
2π fct + 2πvfct

C
cos θn + ψ + φn

)
. (18.6)

We can rewrite the received signal r (t) in in-phase and quadrature representation as below:

r (t) = I (t) cos (2π fct)− Q (t) sin (2π fct) , (18.7)

where the in-phase I (t) and quadrature Q (t) components are given as:

I (t) =
N∑

n=1

cn cos

(
2πvfct

C
cos θn + ψ + φn

)

Q (t) =
N∑

n=1

cn sin

(
2πvfct

C
cos θn + ψ + φn

)
. (18.8)
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According to the central limit theorem, for a large number of received waves (N → ∞),
the in-phase I (t) and quadrature Q (t) terms are zero-mean i.i.d. Gaussian random variables.
The received signal amplitude

√
I2 (t)+ Q2 (t) is then Rayleigh distributed with probability

distribution function:
fR (x) = x

σ 2
e
(−x2/2σ 2

)
x ≥ 0, (18.9)

where σ 2 is the variance of the in-phase I (t) and quadrature Q (t) components. The probability
density function of Rayleigh distribution for various values of the variances σ 2 is shown in
Figure 18.2.

The received signal r (t) can then be written as:

r (t) =
√

I2 (t)+ Q2 (t) cos (2π fct + θ (t)) , (18.10)

where θ (t) follows a uniform distribution θ (t) ∈ (0, 2π).

18.2 SCM channel scenarios

In order to provide a system evaluation framework under a wide range of cellular deployments,
the SCM channel model describes three channel scenarios namely suburban macro-cell, urban
macro-cell and urban micro-cell. In the case of macro-cells, a Node-B serves a large coverage
area and the probability of experiencing a line-of-sight (LOS) is generally low. Therefore,
for simplicity, an LOS component is not modeled in the macro-cells case. In micro-cell
deployments with each Node-B covering a small area, the probability of a LOS channel
cannot be neglected. Therefore, the urban micro-cell scenario is differentiated by a non-line-
of-sight (NLOS) and a LOS model. The parameters for these channel scenarios are given in
Table 18.1. In the case of macro-cell, the Node-B antenna height is assumed above local clutter
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Table 18.1. SCM channel scenarios.

Channel scenario

Parameter Suburban macro Urban macro Urban micro

Number of paths (N ) 6 6 6
Number of subpaths (M ) per-path 20 20 20
Mean AS at E [σAS] = 5◦ E [σAS] = 8◦, 15◦ NLOS:

Node-B E [σAS] = 19◦
AS at Node-B µAS = 0.69 For E [σAS] = 8◦ N/A
modeled as a εAS = 0.13 µAS = 0.81
lognormal εAS = 0.34
random For E [σAS] = 15◦
variable σAS = 10 ∧ (εASx + µAS) , µAS = 1.18
x ∼ η(0, 1) εAS = 0.21

rAS = σAoD/σAS 1.2 1.3 N/A
Per-path AS at BS (Fixed) 2◦ 2◦ 5◦ (for both LOS

and NLOS)

BS per-path AoD η(0, σ 2
AoD) where η(0, σ 2

AoD) where U
(−40◦, 40◦)

distribution standard distribution σAoD = rASσAS σAoD = rASσAS
Mean AS at UE E [σAS] = 68◦ E [σAS] = 68◦ E [σAS] = 68◦
Per-path AS at UE (fixed) 35◦ 35◦ 35◦

UE per-path AoA distribution η(0, σ 2
AoA(Pr)) η(0, σ 2

AoA(Pr)) η(0, σ 2
AoA(Pr))

Delay spread µDS = −6.80 µDS = −6.18 N/A
modeled as a lognormal εDS = 0.228 εDS = 0.18
random variable
σDS = 10 ∧ (εDSx + µDS ) , x ∼ η(0, 1)

Mean total RMS delay spread E [σDS] = 0.17µs E [σDS] = 0.65 µs E [σDS] = 0.251µs
rDS = σdelays/σDS 1.4 1.7 N/A
Distribution for path delays U (0, 1.2µs)

Lognormal shadowing standard 8 dB 8 dB NLOS: 10 dB
deviation, σSF LOS: 4 dB

Path-loss model( dB), 31.5 + 35 log10(d) 34.5 + 35 log10(d) NLOS: 34.53+
d is in meters 38 log10(d)LOS:

30.18 + 26 log10(d)

and, therefore, the angle spread and delay spread are relatively small. The delay spread and
angle spread for urban macro-cell are assumed slightly larger than the suburban macro-cell.
In the case of the urban micro-cell scenario, Node-B antennas are assumed to be at rooftop
height, which results in an even larger angle spread.

18.3 Path-loss models

The received signal power PR is inversely proportional to the distance between the transmitter
and receiver (d) as below:

PR ∝
(

1

d

)α
, (18.11)
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where α is referred to as the path-loss exponent, which is 2 in free space. In cellular systems
modeling, the path-loss exponent α is generally assumed between 2 and 4 depending upon the
wireless channel environment with smaller values assumed for LOS situations.The macro- and
micro-cell path-loss models are described below. Both the models are based on well-known
COST231 [3] propagation models.

18.3.1 Macro-cell path-loss

The macro-cell path-loss is based on the modified COST231 Hata urban propagation model [3]
given as below:

PL [dB] = [44.9 − 6.55 log10 (hNB)
]

log10

(
d

1000

)
+ 45.5+

[35.46 − 1.1hUE] log10( fc)− 13.82 log10(hNB)+ 0.7hUE + C, (18.12)

where

hNB is the Node-B antenna height in meters
hUE is the UE antenna height in meters
fc is the carrier frequency in MHz
d is the distance between the Node-B and UE in meters, and
C is a constant factor (C = 0 dB for suburban macro and C = 3 dB for urban macro).

Assuming hNB = 32 m, hUE = 1.5 m and fc = 1.9 GHz, the path-loss in dBs for suburban
macro PLSM and urban macro PLUM scenarios are given as:

PLSM = 31.5 + 35 log10(d) C = 0 dB

PLUM = 34.5 + 35 log10(d) C = 3 dB. (18.13)

Note that the minimum distance between the Node-B and the UE d is required to be
at least 35 m.

18.3.2 Micro-cell path-loss

The micro-cell NLOS path-loss is based on the COST 231 Walfish–Ikegami NLOS model. The
model parameters assumed are hNB = 12.5 m, hUE = 1.5 m, building height 12 m, building to
building distance of 50 m and street width of 25 m. Further we assume orientation of 30◦ for
all paths and selection of metropolitan center. With these assumptions, the micro-cell NLOS
path-loss PLMI-NLOS in dBs can be written as:

PLMI-NLOS = −55.9 + 38 × log10 (d)+
(

24.5 + 1.5 × fc
925

)
× log10 ( fc) . (18.14)

Further assuming a carrier frequency of fc = 1.9 GHz the path-loss equation can be
simplified as below:

PLMI-NLOS = 34.53 + 38 × log10 (d) . (18.15)
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Figure 18.3. Path-loss as a function of distance between the Node-B and the UE, d.

The micro-cell LOS pathloss is based on the COST 231 Walfish–Ikegami street canyon
model with the same parameters as in the NLOS case. The micro-cell LOS path-loss PLMI−LOS

in dBs can be written as:

PLMI-NLOS = −35.4 + 26 × log10 (d)+ 20 × log10 (fc) . (18.16)

Assuming a carrier frequency of fc = 1.9 GHz, the path-loss equation can be simplified as
below:

PLMI-NLOS = 30.18 + 26 × log10 (d) . (18.17)

Note that the minimum distance between the Node-B and the UE d is required to be at least
20 m for both micro-cell NLOS and LOS cases.

The path-loss as a function of distance between the Node-B and the UE d for suburban
macro-, urban macro-, micro-NLOS and micro-LOS scenarios is plotted in Figure 18.3. The
pathloss for 1 km separation between Node-B and the UE for suburban macro, urban macro,
micro-NLOS and micro-LOS scenarios are 136.5, 139.5, 148.5 and 108 dB respectively. We
note that the path-loss difference between micro-NLOS and micro-LOS scenarios at a distance
of 1 km is approximately 40 dB.

18.4 SCM user parameters

The SCM parameters for eNode-B and UE are shown in Figure 18.4. For simplicity, a single
path between the eNode-B and the UE is shown. In general, the total number of paths can be
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N with each path consisting of M subpaths. The Node-B and UE array orientations defined
as the difference between the array broadside and the absolute North (N) reference direction
are denoted as
NB and
UE respectively. The absolute angle of departure (AoD) for the mth
subpath within the nth path in relation to Node-B broadside θn, m, AoD is given as:

θn, m, AoD = (
θNB + δn,AoD +�n, m, AoD

)
, (18.18)

where

θNB LOS AoD direction between Node-B and UE relative to the broadside
of the Node-B array

δn, AoD AoD for the nth (n = 0, 1, 2, . . . , N − 1) path relative to the LOS AoD θNB

�n, m, AoD Offset for the mth (m = 0, 1, 2, . . . , M − 1) subpath of the nth path
relative to δn, AoD.

Similarly, the absolute angle of arrival (AoA) for the mth subpath within the nth path in
relation to UE broadside θn, m, AoA is given as:

θn, m, AoA = (
θUE + δn,AoA +�n, m, AoA

)
, (18.19)

where

θUE: Angle between Node-B and UE LOS and the broadside of the UE array
δn, AoA: AoA for the nth (n = 0, 1, 2, . . . , N − 1) path relative to the LOS AoAθUE

�n, m, AoD: Offset for the mth (m = 0, 1, 2, . . . , M − 1) subpath of the nth path relative
to δn, AoA.

The angles measured in a clockwise direction are assumed to be negative. When the UE
is assumed as mobile, the angle of the velocity vector v relative to the UE broadside is
given as:

θv = arg(v). (18.20)

In contrast to multi-path fast fading, slow-fading or shadow fading (SF) occurs when a
large obstruction such as a hill or a large building obscures the main signal path between the
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transmitter and the receiver. The amplitude changes caused by shadowing is often modeled
using a log normally distributed random variable with zero-mean and a standard deviation of
4–10 dB. More recently, it was observed that delay spread (DS) and azimuth or angle spread
(AS) are also log normally distributed, which also suggests that DS and AS are correlated
with each other as well as with shadow fading [4–8].

These correlations are accounted for in the SCM model by defining an intra-Node-B
correlation matrix as below:

A =



ρ11 ρ12 ρ13

ρ21 ρ22 ρ23

ρ31 ρ32 ρ32


 , (18.21)

where

ρ12 = ρ21 represents correlation between DS and AS
ρ13 = ρ31 represents correlation between DS and SF and
ρ23 = ρ32 represents correlation between AS and SF.

The ρ11, ρ22 and ρ33 are DS–DS, AS–AS and SF–SF correlations and are all assumed to be
1, that is ρ11 = ρ22 = ρ33 = 1.

The intra-Node-B correlation matrix can then be written as:

A =

 1 ρ12 ρ13

ρ12 1 ρ23

ρ13 ρ23 1


 . (18.22)

In order to provide a self-consistent model and that the full correlation matrix is positive-
definite, the intra-Node-B correlations are assumed to take the following values:

ρ12 = ρ21 = 0.5
ρ13 = ρ31 = −0.6
ρ23 = ρ32 = −0.6. (18.23)

We note that DS and AS are assumed to be positively correlated, which means that a larger
azimuth spread leads to a larger delay spread. On the other hand, DS and AS are assumed to
be negatively correlated with the shadow fading. This means that for a larger shadow fading,
DS and AS are reduced while for a smaller shadow fading, DS and AS are increased.

The only correlation between Node-Bs is for SF given by the matrix below:

B =

 ζ11 ζ12 ζ13

ζ21 ζ22 ζ23

ζ31 ζ32 ζ33


 , (18.24)

where

ζ12 = ζ21 represents inter-Node-B correlation between DS and AS
ζ13 = ζ31 represents inter-Node-B correlation between DS and SF and
ζ23 = ζ32 represents inter-Node-B correlation between AS and SF.
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The only correlation modeled between Node-Bs is SF–SF correlation and therefore all the
elements in matrix B are assumed zero except for ζ33 = ζ :

B =

 0 0 0

0 0 0
0 0 ζ


 . (18.25)

As we discussed, the DS, AS and SF are modeled as log normal random variables. There-
fore for a given UE in the jth Node-B ( j = 1, 2, . . . , J ), we need to generate values for
σDS, j , σAS, j and σSF , j . In order to model the correlations, these values are generated by cor-
related Gaussian random variables αj ,βj and γj for σDS, j , σAS, j and σSF, j respectively. The
correlated Gaussian random variables αj ,βj and γj are in turn generated from a set of indepen-
dent Gaussian random variables for the jth Node-B

[
w1j , w2j , w3j

]
and another set of Gaussian

random variables [ξ1, ξ2, ξ3] that are common to all the Node-Bs.
The correlated Gaussian random variables αj ,βj and γj are then given as:


 αj

βj

γj


 =


 1 ρ12 ρ13

ρ12 1 ρ23

ρ13 ρ23 1 − ζ




1/2
 wj1

wj2

wj3


+


 0 0 0

0 0 0
0 0

√
ζ




 ξ1

ξ2

ξ3


 , (18.26)

where


 1 ρ12 ρ13

ρ12 1 ρ23

ρ13 ρ23 1 − ζ




1/2

= (A − B)1/2 . (18.27)

Also (A − B)1/2 represents the square root of matrix (A − B). Note that (A − B) is positive-
definite and hence the square-root operation is well defined.

It should be noted that different UEs should use independent
[
w1j , w2j , w3j

]
triplets as well

as independent ξ3 realizations. In the following discussion, we focus on a link between a
Node-B and a single UE.

The value of σDS, j is given as:

σDS, n = 10 ∧ (εDSαj + µDS
)

, (18.28)

where αj is the correlated Gaussian random variable derived in Equation (18.26). Also εDS =√
E
[
log2

10 (σDS)
]− µ2

DS andµDS = E[log10 (σDS)] are respectively the logarithmic standard
deviation and logarithmic mean of the distribution of the delay spread (DS). εDS and µDS are
given in Table 18.1. The variable σDS is then used to calculate the random delays for each of
the N multi-path components as below:

τ
′
n = −rDS σDS, j loge (zn) n = 1, 2, . . . , N , (18.29)

where zn (n = 1, 2, . . . , N ) are i.i.d. random variables derived from a uniform distribution
U (0, 1). The scaling factor rDS is based on measurements and takes into account the statistical
relationship between path delays and powers. The path delay variables τ

′
n are ordered in

ascending order so that τ
′
(1) < τ

′
(2) < · · · < τ

′
(N ) and the smallest delay value is subtracted
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from each variable that is the delay for the nth path is τn =
(
τ

′
(n) − τ

′
(1)

)
. The ordered path

delays τ1 = 0 < τ2 < · · · < τN can be quantized to the desired quantization level.
The random average powers for each of the N multi-paths are written as:

P
′
n = e

(1 − rDS)

rDS
· (τn)
σDS · 10−ζn/10 n = 0, 1, . . . , N , (18.30)

where ζn (n = 0, 1, . . . , N ) are i.i.d. Gaussian random variables with standard deviation of
3 dB. This randomization is used to account for the shadowing effect on per path powers.
Since (1 − rDS) < 0 the average powers per path decay with the path delay, that is, the larger
the path delay the smaller the path power.

In the micro-cell scenario, the path delays (τn, n = 1, 2, . . . , N ) are i.i.d. random variables
drawn from a uniform distribution U (0, 1.2 µs). The power for each path is given as:

P
′
n = 10−(τn+ zn

10 ) n = 0, 1, . . . , N , (18.31)

where (zn, n = 1, 2, . . . , N ) are i.i.d. zero-mean Gaussian random variables with a standard
deviation of 3 dB. We note that path powers are exponentially decaying with delay with the
addition of a lognormal randomness due to zn.

The average powers for the paths are normalized so that the total power for the N multi-paths
is unity.

Pn = P
′
n

N∑
i=1

P
′
i

n = 1, 2, . . . , N . (18.32)

The powers are normalized the same way for the macro- and micro-cell NLOS cases.
However, when the micro-cell LOS model is considered, the path powers are normalized
such that the ratio of the power in the direct path PLOS to the powers in the scattered path is K :

Pn = P
′
n

(K + 1)
N∑

i=1
P

′
i

PLOS = K

(K + 1)
. (18.33)

The value of σAS, j for angle spread in the jth Node-B is given as:

σAS, j = 10(εASβj+µAS), (18.34)

where βj is the correlated Gaussian random variable derived in Equation (18.26). Also εAS =√
E
[
log2

10 (σAS)
]− µ2

AS andµAS = E
[
log10 (σAS)

]
are respectively the logarithmic standard

deviation and logarithmic mean of the distribution of the angle spread (AS).
The distribution for shadow fading (SF) is given as:

σSF, j = 10

(
σSHγj

10

)
, (18.35)

where γj is the correlated Gaussian random variable derived in Equation (18.26) and σSH is
the shadow fading standard deviation. For the macro-cell scenario, the same shadow fading is
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applied to all the N multi-path components. However, for the micro-cell scenario, independent
shadow fading is assumed for each of the N multi-path components

The AoDs for each of the N multi-paths are i.i.d. zero-mean Gaussian random variables as
below:

δ
′
n ∼ η

[
0, (rASσAS)

2] n = 1, 2, . . . , N , (18.36)

where rAS equals 1.2 and 1.3 for suburban macro and urban macro environments (see
Table 18.1). The scaling factor rAS determines the distribution of powers in angle. A higher
value of rAS means more power concentrated in a small AoD or a small number of paths that
are closely spaced in angle as is the case for urban macro (rAS = 1.3) relative to suburban
macro (rAS = 1.2) environment.

The AoDs generated for the N multi-paths are ordered in increasing absolute value such
that |δ′

(1)| < |δ′
(2)| < · · · < |δ′

(N )|. The AoDs δn,AoD are assigned to the ordered variables such
that:

δn, AoD = δ
′
(n) n = 1, 2, . . . , N . (18.37)

The path delays (τn, n = 1, 2, . . . , N ) are associated with the AoDs as below:

τ1 ↔ δ1, AoD

τ2 ↔ δ2, AoD

...

τN ↔ δN , AoD. (18.38)

As both path delays (τn, n = 1, 2, . . . , N ) and AoDs
(
δn, AoD, n = 1, 2, . . . , N

)
are ordered

in increasing order, a larger path delay is associated with a largerAoD as shown in Figure 18.5.

N

Ω

UE
array

N

N

,Nδ

vθ

Node-B array
broadside

NB

UE array
broadside

UE
direction
of travel

Cluster

Node-B
array

N

AoD

AoD1,δ

AoD2,δ

Nτ

2τ

1τ

1

2

Figure 18.5. Association of path delays and path AoDs.
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For the micro-cell scenario, the AoDs for each of the N multi-path components are i.i.d.
random variables from a uniform distribution:

δn,AoD ∼ U
(−40◦, 40◦) n = 1, 2, . . . , N . (18.39)

The AoD δn,AoD of the nth path is associated with the power of the nth path Pn. It should be
noted that unlike the macro-cell scenario, theAoDs do not need to be sorted before associating
them with the path powers.Also, when the micro-cell LOS model is used, theAoD for the direct
path is equal to the line-of-sight path direction. The multi-path delays (τn, n = 1, 2, . . . , N ) are
randomly associated with the

(
δn,AoD, n = 1, 2, . . . , N

)
in the case of the micro-cell scenario.

Each multi-path further consists of (M = 20) subpaths. The power for the mth subpath
within the nth path Pn,m is given as:

Pn,m = Pn

20
n = 1, 2, . . . , N m = 1, 2, . . . , M = 20, (18.40)

where Pn is derived in Equation (18.32). The powers for all the subpaths within a path are
the same. Note that the subpath powers among subpaths belonging to different paths can be
different as the path powers are different among different N paths.

The phase for the mth subpath within the nth path�n,m is drawn from a uniform distribution
as below:

�n,m ∼ Uniform (0, 360) degrees. (18.41)

The relative offsets for the subpaths �n,m,AoD are given in Table 18.2. These offsets are
selected to obtain the per path angle spread of 2◦ and 5◦ for macro- and micro-cell environments
respectively. It should be noted that these offsets result in subpath angle spread within a path.
This is in contrast to the paths angle spread σAS, which refers to the angle spread of the Nmulti-
path components. Also, in the case of the micro-cell LOS model, the direct path component
has no per path angle spread.

Table 18.2. Subpath AoD and AoA offsets.

Subpaths offset at Node-B (degrees)
�n, m, AoD(degrees)

Subpath 2 deg AS 5 deg AS Subpaths offset for a 35 deg
#(m) (macro-cell) (micro-cell) AS at the UE �n, m, AoA (degrees)

1, 2 ±0.0894 ±0.2236 ±1.5649
3, 4 ±0.2826 ±0.7064 ±4.9447
5, 6 ±0.4984 ±1.2461 ±8.7224
7, 8 ±0.7431 ±1.8578 ±13.0045
9, 10 ±1.0257 ±2.5642 ±17.9492
11, 12 ±1.3594 ±3.3986 ±23.7899
13, 14 ±1.7688 ±4.4220 ±30.9538
15, 16 ±2.2961 ±5.7403 ±40.1824
17, 18 ±3.0389 ±7.5974 ±53.1816
19, 20 ±4.3101 ±10.7753 ±75.4274
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The AoAs at the UE for each of the N multi-paths are i.i.d. zero-mean Gaussian random
variables as below:

δ
′
n, AoA ∼ η

[
0, σ 2

n, AoA

]
n = 1, 2, . . .N , (18.42)

where σn, AoA for the macro-cell scenario is given as:

σn, AoA = 104.12 ×
(
1 − e−0.2175|log10(Pn)|) . (18.43)

On the other hand, σn, AoA for the micro-cell scenario is given as:

σn, AoA = 104.12 ×
(
1 − e−0.265|log10(Pn)|) . (18.44)

This AoA parameter σn, AoA is plotted as a function of relative path power in Figure 18.6.
We note that for smaller relative path powers, σn, AoA takes larger values with a maximum of
104.12 degrees. On the other hand, for larger relative path powers σn, AoA takes smaller values.
This means that larger path powers are concentrated in narrower AoA. As for the AoD, when
the micro-cell LOS model is used, the AoA for the direct path is equal to the line-of-sight path
direction.

The AoA offsets �n, m, AoA (n = 1, 2, . . . , N m = 1, 2, . . . , M = 20) for the M subpaths
within each of the N paths take fixed values from Table 18.2. The AoA offsets �n, m, AoA

are also shown in Figure 18.7. The offsets are selected such that the resulting per path angle
spread is 35 degrees.

We have generated Node-B and UE paths and subpath information. Now we link the Node-
B paths and subpaths to the UE paths and subpaths. The nth Node-B path defined by its path
delay τn, power Pn and AoD δn, AoD is simply associated with the nth UE path defined by its
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Figure 18.8. Random association of Node-B subpaths to UE subpaths within the n multi-path.

AoA δn, AoA. Within each path pair, the M Node-B subpaths defined by their offset�n, m, AoD

are randomly linked to MUE subpaths defined by their offsets�n, m, AoA. In order to simplify
the notation, we renumber the M UE subpath offsets with their newly associated Node-B
subpaths as shown in Figure 18.8. In this example, the first UE subpath is associated with the
15th Node-B subpath. From Table 18.2, �n, m, AoD for the first subpath for a 2 degrees angle
spread at the Node-B is �n, 1, AoD = 0.0894◦ while �n, m, AoA for the 15th subpath for a 35◦
angle spread at the UE is �n, 15, AoA = 40.1824◦. Since the first UE subpath is associated
with the 15th Node-B subpath, the 15th UE subpath is renumbered as the first UE subpath as
�n, 1, AoA = 40.1824◦. Each subpath pair is combined and phases �n, m defined by Equation
(18.41) are applied. The absolute angle of departure (AoD) for the mth subpath within the nth
path in relation to Node-B broadside θn,m,AoD is given as:

θn,m,AoD = (
θBS + δn,AoD +�n,m,AoD

)
. (18.45)
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Similarly, the absolute angle of arrival (AoA) for the mth subpath within the nth path in
relation to UE broadside θn, m, AoA is given as:

θn, m, AoA = (
θUE + δn, AoA +�n, m, AoA

)
. (18.46)

In the case of 3-sector Node-Bs, the sector antenna pattern is given as:

A (θ) = − min

[
12

(
θ

θ3 dB

)2

, Am

]
−180 ≤ θ ≤ 180, (18.47)

where θ3 dB is the 3 dB beam-width and Am is the maximum attenuation. The antenna pattern
for UE is considered omni-directional and simply given as A (θ) = 1 = 0 dB. The antenna
pattern for 3-sector cell sites and omni-antenna for UE is shown in Figure 18.9. In the case of
a 3-sector antenna, we assumed θ3 dB = 70◦and Am = 20 dB. For a 6-sector Node-B scenario
θ3 dB = 35◦ and Am = 23 dB. The antenna gain in linear scale can be written as:

G (θ) = 10

(
A(θ)
10

)
. (18.48)

The antenna gains are dependent upon the subpath AoDs and AoAs. These gains are given
by GNode-B

(
θn,m,AoD

)
and GUE

(
θn, m, AoA

)
for Node-B and UE respectively.

GNode-B
(
θn,m,AoD

) = 10

(
A(θn, m, AoD)

10

)

GUE
(
θn, m, AoA

) = 10

(
A(θn, m, AoA)

10

)
. (18.49)
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Figure 18.9. Antenna pattern for 3-sector and 6-sector Node-Bs.
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18.5 SCM channel coefficients

The user parameters obtained above can now be used to generate the channel coefficients. Let
us assume that Node-B has an S-element linear array while the UE has a U-element linear
array as shown in Figure 18.10. Then the U × S channel matrix for the nth (n = 1, 2, . . . , N )
multi-path component is given as:

Hn (t) =




h1,1,n (t) h1,2,n (t) · · · h1,S,n (t)
h2,1,n (t) h2,2,n (t) · · · h2,S,n (t)

...
... · · · ...

hU ,1,n (t) hU ,2,n (t) · · · hU ,S,n (t)


 (n = 1, 2, . . . , N ) . (18.50)

The (u, s)th component of Hn (t) is given as:

hu,s,n(t) =
√

PnσSF

M

M∑
m=1



√

GBS
(
θn,m,AoD

)
exp

(
j
[
kds sin

(
θn,m,AoD

)+�n,m
])×√

GMS
(
θn, m, AoA

)
exp

(
jkdu sin

(
θn, m, AoA

))×
exp

(
jk ‖v‖ cos

(
θn, m, AoA − θv

)
t
)


,

(18.51)

where:
Pn is the power of the nth path from Equation (18.32).
σSF is the lognormal shadow fading from Equation (18.35), applied as

a bulk parameter to the n (n = 1, 2, . . . , N ) paths for a given drop.
M is the number of subpaths per path.
θn, m, AoD is the AoD for the mth subpath of the nth path from Equation (18.45).
θn, m, AoA is the AoA for the mth subpath of the nth path from Equation (18.46).
GNB(θn, m, AoD) is the Node-B antenna gain of each array element from Equation (18.49).

UENode-B

1

2

S

1

2

U

hu,s,n (t )

Figure 18.10. A MIMO system employing S transmit and U receive antennas.
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GUE(θn, m, AoA) is the UE antenna gain of each array element from Equation (18.49).
j = √−1
k = 2π

λ
λ is the carrier wavelength in meters.

ds is the distance in meters from Node-B antenna element s to the
reference antenna with (s = 1, d1 = 0).

du is the distance in meters from UE antenna element u to the
reference antenna with (u = 1, d1 = 0).

�n, m is the phase of the mth subpath of the nth from Equation (18.41).
‖v‖ is the magnitude of the UE velocity vector.
θv is the angle of the UE velocity vector from Equation (18.20).

The SCM channel model is defined in the time-domain. For application to OFDM and
also for frequency-domain equalization in SC-FDMA, we need frequency-domain channel
coefficients. The equivalent frequency-domain channel coefficients at the kth subcarrier for
an S × U MIMO channel are given as:

H (k) =




H1,1 (k) H1,2 (k) · · · H1,S (k)
H2,1 (k) H2,2 (k) · · · H2,S (k)

...
... · · · ...

HU ,1 (k) HU ,2 (k) · · · HU ,S (k)


 (k = 1, 2, . . . , NFFT), (18.52)

where NFFT is the FFT size, which also denotes the total number of subcarriers in the
OFDM system. The (u, s)th component of H (k) is a function of the multi-path components,
hu,s,n(t), n = 1, 2, . . . , N :

Hu,s (k) = FFT
[
hu,s,1(t), hu,s,2(t), . . . , hu,s,N (t)

]
, (k = 1, 2, . . . , NFFT). (18.53)

For example in the LTE system, the sample period equals Ts = 1/fs, where fs =
30.72 Msamples/sec. This sampling rate applies to the largest FFT size in the LTE system,
which is (NFFT = 2048). The multi-path components, hu,s,n(t), n = 1, 2, . . . , N are mapped
to the time-domain samples according to their delays. For example, the six multi-paths for
the (u, s)th MIMO channel component shown in Figure 18.11 would be mapped to six out of
2048 samples. In case a multi-path delay does not exactly match the samples delay, the path
is mapped to the nearest delay. A size 2048 FFT operation is then performed to obtain 2048
frequency-domain channel coefficients for each of the 2048 subcarriers. The same process is
repeated to obtain other components in the frequency-domain channel matrix in (18.52).

The SCM model also provides modeling approaches for special cases of polarized arrays,
far scatterer clusters and urban canyons. These special cases are not discussed here and the
interested reader is referred to [2] for details.

18.6 SCM extension

The SCM model was defined for a maximum bandwidth of 5 MHz and a carrier frequency of
1.9 GHz for a WCDMA system. The limitation mainly comes from the fact that the maximum
number of multi-paths in the SCM model is limited to six. A backward compatible extension
of the SCM model (SCME) to larger bandwidths is proposed in [9]. The model is extended
by incorporating an intra-path delay spread. When the intra-path delay is zero, the SCME



18.6 SCM extension 465

Multipaths

hu,s,1

hu,s,4

Hu,s,(k ), k = (1,2,K,NFFT)

hu,s,5 hu,s,6

t

hu,s,3

hu,s,2

FF
T

Figure 18.11. The relationship between time-domain and frequency-domain channel coefficients.

Table 18.3. Intra-cluster parameters for 20 MHz.

Mid-path Number of sinusoids
i = and power Delay Subpaths ASi/ ASn

1 10 (of 20) 0 1,2,3,4,5,6,7,8,19,20 0.9865
2 6 (of 20) 12.5 ns 9,10,11,12,17,18 1.0056
3 4 (of 20) 25 ns 13,14,15,16 1.0247

model collapses to the SCM model. The approach of intra-path delay spread was originally
proposed for indoor propagation modeling in [10]. A similar model was specified for outdoor
propagation modeling in [5].

We now discuss an example of the SCME implementation that was proposed for LTE
performance evaluation in 20 MHz bandwidth. In this model, the nth (n = 1, 2, . . . , N )multi-
path is further decomposed into three mid-paths (i = 1, 2, 3) providing a maximum of 18
mid-paths (N = 6) as shown in Figure 18.12. Each mid-path then consists of a number of
subpaths corresponding to that multi-path. The number of subpaths for the first, second and
third mid-paths within the nth multi-path is 10, 6 and 4 respectively as shown in Table 18.3.

Since the power for all the subpaths within a multi-path is the same, the power for the ith
mid-path (i = 1, 2, 3) within the nth path Pn,i is given as:

Pn,1 = Pn

2
, Pn,2 = 3Pn

10
Pn,3 = Pn

5
. (18.54)

This means that the first, second and the third mid-path contains 50%, 30% and 20% of the
multi-path power respectively.The relative delay offset for the first, second and third mid-paths
within the nth (n = 1, 2, . . . , N ) multi-path are 0, 12.5 and 25 ns respectively. This assumes

a delay resolution of 1/4 of the sampling rate for 20 MHz bandwidth
(

1
4×20 MHz = 12.5 ns

)
.

In the SCM model, each subpath (m = 1, 2, . . . , M = 20) has a fixed angle relative to the
path mean angle assigned to it. By perturbing the set of subpaths assigned to a mid-path, the
angular spread (AS) of that mid-path can be varied. The mid-path angle spreads ASi were
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62n = 1

2 3i = 1
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Multipaths

Subpaths

Mid-paths

Figure 18.12. Multi-paths, mid-paths and subpaths.

optimized such that the deviation from the path angle spread ASn that is the angle spread of
all mid-paths combined is minimized.

18.7 Summary

The ITU-R channel models that have been widely used in cellular systems performance eval-
uation are not suitable for multi-antenna technologies. This is because these models primarily
developed for single-antenna transmission scenarios assume independent channels between
each pair of transmit and receive antennas. Since multi-antenna system performance heavily
depends upon the channel correlations, it became obvious that new propagation models that
accurately capture the correlations are needed. This led to formation of a joint ad hoc group in
3GPP and 3GPP2, which was chartered to develop the multi-antenna spatial channel model
(SCM) [2]. The SCM group defined a ray-based model derived from stochastic modeling of
scatters and therefore allows to model spatial correlations required for evaluation of multi-
antenna techniques. Since its publication in 2003, SCM has been widely used for MIMO
systems performance evaluation.

The SCM model was defined for a maximum bandwidth of 5 MHz and a carrier frequency of
1.9 GHz for a WCDMA system. The limitation mainly comes from the fact that the maximum
number of multi-paths in the SCM model is limited to 6. For larger system bandwidths, the
SCM model can be extended by incorporating an intra-path delay spread with up to a maximum
of 18 multi-paths.
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The LTE system requirements mandate significant improvement in performance relative to the
Release 6 HSPA system. In particular, the spectrum efficiency improvement targets for the
downlink are three to four times that of the Release 6 HSPA system. The spectral efficiency
improvement targets for the uplink are relatively modest with two to three times improvement
over Release 6 HSPA. One of the reasons for lower improvement targets for the uplink is that
the same antenna configuration is assumed for the LTE system and Release 6 HSPA system.
On the other hand for downlink, LTE assumes two transmit antennas while Release 6 HSPA
baseline system assumes only one transmit antenna at the Node-B. Similar targets are set for the
peak data rates and also cell-edge performance improvements. The spectral efficiency target
for the MBSFN, which is a downlink only service, is set at an absolute number of 1 bps/Hz.

An evaluation methodology specifying the traffic models and simulation parameters was
developed for assessing the performance of the LTE and Release 6 HSPA systems. The goal
of the evaluation methodology is to provide a fair comparison as all the parties participating
in the simulations campaign can evaluate performance under the same set of assumptions. In
this chapter, we describe LTE simulations methodology and provide relative performance of
the LTE system and Release 6 HSPA system.

19.1 Traffic models

In this section, we discuss various traffic models considered in the performance verification.
The traffic mix scenarios are given in Table 19.1. The traffic mix considers different categories
of traffic including real-time, best effort, interactive, streaming and interactive real-time traffic.

19.1.1 Voice-over-IP (VoIP) traffic model

Asimple two-state voice activity model as shown in Figure 19.1 is considered. The probability
of transitioning from state 0 (silence or inactive state) to state 1 (talking or active state) is α
while the probability of staying in state 0 is (1 − α). On the other hand, the probability of
transitioning from state 1 to state 0 is denoted β while the probability of staying in state 1
is (1 − β). The updates are made at the speech encoder frame rate R = 1/T , where T is the
encoder frame duration (typically 20 ms).

The probabilities of being in state 0 and state 1 denoted as P0 and P1 respectively are
given as:

P0 = β

α + β

P1 = α

α + β
.

(19.1)
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Table 19.1. Traffic models mix.

Application Traffic category Percentage of users

VoIP Real-time 30%
FTP Best effort 10%
Web browsing /

HTTP
Interactive 20%

Video streaming Streaming 20%
Gaming Interactive real-time 20%

Silence

(State 0)
Talking

(State 1)

α

β

(1 − β)
(1 − α)

Figure 19.1. Two-state voice activity model.

The voice activity factor (VAF) is the probability of being in the talking state, that is, state 1:

VAF = P1 = α

α + β
. (19.2)

The mean silence duration and mean talking duration in terms of number of voice frames
can be written as:

E[τs] = 1

α

E[τt] = 1

β
.

(19.3)

The probabilities that a silence duration or a talking duration is n voice frames long is
given by:

Pτs=n = α(1 − α)n−1 n = 1, 2, . . .
Pτt=n = β(1 − β)n−1 n = 1, 2, . . ..

(19.4)

The distribution of the time period τAE (in voice frames) between successive transitions
into the talking state is the convolution of the distributions of τs and τt . The probability that
this duration is n voice frames PτAE = n is given as:

PτAE=n = α

α − β
β(1 − β)n−1 + β

β − α
α(1 − α)n−1n = 1, 2, . . . . (19.5)

Since the state transitions from state 0 to state 1 and vice versa are independent, the mean
time between successive transitions into the talking state is simply the sum of the mean time
in each state.

E [τAE] = E[τs] + E[τt] = 1

α
+ 1

β
. (19.6)
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Table 19.2. VoIP traffic model parameters.

Parameter Value

Voice codec RTP AMR 12.2, Source rate 12.2 Kb/s
Encoder frame length 20 ms
Voice activity factor (VAF) 50% α = β = 0.01
SID payload SID packet every 160 ms during silence 15 bytes

(5 bytes + header)
Protocol overhead with header compression 10 bit + padding (RTP pre-header)

4 byte (RTP/UDP/IP) 2 byte
(RLC/security)16 bits (CRC)

Total voice payload on air interface 40 bytes

The mean rate of arrivals into the active state is simply 1
/

E [τAE].
The rate of arrivals into the active state can serve as a guide on the number of resource

requests needed for persistent allocation of resources for VoIP traffic. In general, it is expected
that a single resource request and/or scheduling grant will be required for persistent allocation
of resources when a VoIP user moves from the inactive to the talking state.

The VoIP traffic model parameters are given in Table 19.2. At a voice source rate of
12.2 Kb/s, a voice frame generated every 20 ms consists of 244 bits. The total protocol over-
head per voice frame includes 10-bits of RTP pre-header and 2-bits padding resulting in a total
of 236 bits (32 bytes). Furthermore, a compressed RTP/UDP/IP header consisting of 4 bytes
is attached to the packet making the total size of 36 bytes. With 2 bytes of Layer 2 overhead
consisting of RLC and security header and 16 bits (2 bytes) CRC, the total VoIP payload size
transmitted over the air interface becomes 40 bytes.

A Silence Insertion Descriptor (SID) packet consisting of a total of 15 bytes is transmitted
every 160 ms (or equivalent of 8 voice frames) during silence periods.

Let us assume a simple case with 20 ms voice frame duration and a desired VAF of 40%.
We further assume a desired mean talking duration of 2 seconds (100 voice frames). Using
Equation (19.3), we calculate β = 1/100 = 0.01. Furthermore with 40% VAF assumed, α is
given as:

α = v

(1 − v)
β = 0.4

(1 − 0.4)
× 0.01 = 0.006 67. (19.7)

The distributions of silence and active state occupancy duration are given in Figure 19.2.
The mean talking duration is 100 voice frames or 2 seconds while the mean silence duration
is 150 voice frames or 3 seconds. The distribution of active state re-entry duration is given in
Figure 19.3. The resulting mean time between successive transitions to the active state from
Equation (19.6) is 5 seconds (mean silence duration + mean active duration). Then the mean
rate of arrivals into the active state is 1/5 = 0.2 talk-spurts per second.

We noted that for AMR 12.2 Kb/s voice source, total protocol overhead is approximately
20% (8 bytes out of a total of 40 bytes). This overhead can be reduced if multiple voice frames
can be aggregated into a single packet for transmission. In this way, a single set of overheads
is introduced for multiple voice frames. For example, if four voice frames containing 80 ms
worth of speech can be aggregated or bundled into a single packet, the protocol overhead is
reduced to 5%. However, packet aggregation leads to certain drawbacks such as increased
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Figure 19.2. Distribution of silence and active state occupancy duration.

Figure 19.3. Distribution of active state re-entry duration.

delay and also increased sensitivity to packet loss. Note that with packet aggregation, when
a single packet is lost it results in loss of multiple consecutive voice frames degrading the
quality of voice service.
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Table 19.3. FTP traffic model parameters.

Parameter Statistical characterization

File size S Truncated lognormal distribution
mean = 2 Mbytes, standard deviation = 0.722 Mbytes,
maximum size = 5 Mbytes (before truncation)

PDF: fx = 1√
2πσx

e

− (ln x − µ)2

2σ 2 x > 0 σ = 0.35,µ = 14.45

Reading time D Exponential distribution with mean = 180 seconds
PDF: fx = λe−λx x ≥ 0 λ = 0.006

The LTE evaluations assumed an end-to-end delay of below 200 ms for mobile-to-mobile
communications. Under this assumption, the delay budget available for radio interface is
calculated as 50 ms. The system capacity for VoIP is defined as the number of users supported
in the cell when more than 95% of the users are satisfied. A VoIP user is satisfied if 98% of
its packets experience a delay of less than 50 ms.

19.1.2 Best effort FTP traffic model

A file transfer protocol (FTP) is considered as the best effort traffic, see Table 19.3. An FTP
session is a sequence of file transfers separated by reading times. The two main FTP session
parameters are the size S of a file to be transferred and the reading time D, i.e. the time interval
between the end of the download of the previous file and the user request for the next file. The
FTP traffic model is described assuming transmission on the downlink. However, the model
can easily be extended for applicability to uplink.

19.1.3 Web browsing HTTP traffic model

A packet trace of a typical HTTP (hypertext transfer protocol) web browsing session is shown
in Figure 19.4. The session is divided into active and inactive periods representing web-
page downloads and the intermediate reading times. The web-page downloads are generally
referred to as packet calls. These active and inactive periods are a result of human interaction
where the packet call represents a web user’s request for information and the reading time
identifies the time required to digest the web-page. It has been suggested that web traffic
exhibits self-similar behavior, which means that the traffic statistics on different timescales
are similar [1–2]. Therefore, a packet call, like a packet session, is divided into active/inactive
periods.Unlike a packet session, the active/inactive periods within a packet call are attributed
to machine interaction rather than human interaction. A web-browser will begin serving a
user’s request by fetching the initial HTML page using an HTTP GET request. The retrieval
of the initial page and each of the embedded objects (e.g. pictures, advertisements, etc.) is
represented by the active period within the packet call while the parsing time and protocol
overhead are represented by the inactive periods within a packet call. The parsing time refers
to the time the browser spends in parsing for the embedded objects in the packet call or the
web-page.
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Embedded objects  Nd

Tp

t

Main object

Web browsing session

D

Packet call

Packet call

Figure 19.4. Packet trace of a web-browsing session.

Table 19.4. HTTP traffic model parameters.

Parameter Statistical characterization

Main object size SM Truncated lognormal distribution, mean = 10710 bytes,
standard deviation = 25032 bytes, minimum = 100 bytes,
maximum = 2 Mbytes (before truncation)

PDF: fx = 1√
2πσx

e

− (ln x − µ)2

2σ 2 x > 0σ = 1.37,µ = 8.37

Embedded object size SE Truncated lognormal distribution, mean = 7758 bytes,
standard deviation = 126168 bytes, minimum = 50 bytes,
maximum = 2 Mbytes (before truncation)

PDF: fx = 1√
2πσx

e

− (ln x − µ)2

2σ 2 x > 0 σ = 2.36,µ = 6.17

Number of embedded Truncated Pareto distribution, mean = 5.64,
objects per page ND maximum = 53 (before truncation)

PDF: fx = ααk
α + 1

, k ≤ x < m fx =
(

k

m

)α
, x = m

α = 1.1, k = 2, m = 55
Note: subtract k from the generated random value to obtain ND

Reading time D Exponential distribution with a mean = 30 seconds
PDF: fx = λe−λx x ≥ 0 λ = 0.033

Parsing time Tp Exponential distribution with mean = 0.13 seconds
PDF: fx = λe−λx x ≥ 0 λ = 7.69

The main parameters to characterize for the web-browsing traffic are the main object size
SM , the size of an embedded object in a web-page SE , the number of embedded objects ND,
reading time D and parsing time Tp. These parameters are given in Table 19.4.

HTTP/1.1 [3] persistent mode transfer is assumed for downloading the objects serially
over a single TCP connection. Based on observed packet size distributions [4], 76% of
the packet calls use a maximum transmission unit (MTU) of 1500 bytes while the remain-
ing 24% of the packet calls use an MTU of 576 bytes. These packet sizes also include a
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40 byte TCP/IP packet header thereby resulting in useful data payloads of 1460 and 536 bytes
respectively.

19.1.4 Video streaming traffic model

We assume that each frame of video data arrives at a regular interval T determined by the
number of frames per second. Each video frame is decomposed into a fixed number of slices,
each transmitted as a single packet. The size of these packets/slices is modeled as a truncated
Pareto distribution.The video encoder introduces encoding delay intervals between the packets
of a frame. These intervals are also modeled by a truncated Pareto distribution. The video
streaming traffic model parameters are given in Table 19.5. In this model, the video source
rate is assumed at 64 Kb/s.

19.1.5 Interactive gaming traffic model

The interactive gaming traffic model parameters for the uplink are given in Table 19.6. An
initial packet arrival time is uniformly distributed between 0 and 40 ms. This initial time was
considered to model the random timing relationship between client traffic packet arrival and
uplink frame boundary in cdma2000 systems [5]. In the LTE systems with subframe duration
of only 1.0 ms, this initial time to account for the resource request and scheduling grant is

Table 19.5. Video streaming traffic model parameters.

Parameter Statistical characterization

Inter-arrival time between the beginning of Deterministic at 100 ms (10 frames per second)
each frame

Number of packets (slices) in a frame Deterministic, 8 packets per frame
Packet (slice) size Truncated Pareto distribution, mean = 10 Bytes,

maximum = 250 bytes (before truncation)

PDF: fx = ααk
α + 1

, k ≤ x < m fx =
(

k

m

)α
, x = m

α = 1.2, k = 20 bytes, m = ??
Inter-arrival time between packets (slices) Truncated Pareto distribution, mean = m = 6 ms,

in a frame maximum =12.5 ms (before truncation)

PDF: fx = ααk
α + 1

, k ≤ x < m fx =
(

k

m

)α
, x = m

α = 1.2, k = 2.5 ms, m = ??

Table 19.6. Interactive gaming traffic model parameters for the uplink.

Parameter Statistical characterization

Initial packet arrival Uniform distribution

fx = 1

b − a
a ≤ x ≤ b a = 0 b = 40 ms

Packet arrival Deterministic, 40 ms
Packet size Largest extreme value distribution (also known as Fisher–Tippett distribution)

fx = 1

b
e− x−a

b e−e− x−a
b a = 45 bytes b = 5.7
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expected to be very small.The packet inter-arrival time is deterministic with a packet appearing
every 40 ms.The packet size is assumed to follow the largest extreme value distribution, which
is also known as the Fisher–Tippett distribution or the log–Weibull distribution. The values
for this distribution can be generated by the following procedure:

x = a − b ln (− ln y) , (19.8)

where y is drawn from a uniform distribution in the range [0, 1]. Since the packet size needs
to be an integer number of bytes, the largest integer less than or equal to x is used as the actual
packet size. A compressed UDP header consisting of 2 bytes is added to each packet.

A maximum delay of 160 ms is applied to all uplink packets, i.e. a packet is dropped by the
UE if any part of the packet has not started physical layer transmission, 160 ms after entering
the UE buffer. The packet delay of a dropped packet is counted as 180 ms. A mobile network
gaming user is in outage if the average packet delay is greater than 60 ms. The average delay
is the average of the delays of all packets, including the delay of packets delivered and the
delay of packets dropped.

The interactive gaming traffic model parameters for the downlink are given in Table 19.7.
An initial packet arrival time is uniformly distributed between 0 and 40 ms. The packet inter-
arrival times as well as the packet size on the downlink are modeled using the largest extreme
value distribution.

19.2 System simulations scenarios and parameters

19.2.1 Deployment scenarios

A macro-cell reference system deployment is considered for the performance verification. In
the macro-cell reference case, four different cases representing a mix of carrier frequency,
inter-site distance, system bandwidth, penetration loss and UE speed as shown in Table 19.8
are simulated [6]. Since the LTE system requires optimization at low to medium speeds, higher
UE speeds were not mandated in the performance verification. In addition to the macro-cell
reference scenario, optional micro-cell simulation cases are specified for MIMO simulations.

Table 19.7. Interactive gaming traffic model parameters for the downlink.

Parameter Statistical characterization

Initial packet arrival Uniform distribution

fx = 1

b − a
a ≤ x ≤ b a = 0 b = 40 ms

Packet arrival Largest Extreme Value Distribution (also known as
Fisher–Tippett distribution)

PDF: fx = 1

b
e− x−a

b e−e− x−a
b a = 55 ms, b = 6

Packet size Largest extreme value distribution (also known as
Fisher–Tippett distribution)

PDF: fx = 1

b
e− x−a

b e−e− x−a
b a = 120 bytes, b = 36
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Table 19.8. HSPA and LTE simulation case minimum set.

Carrier Inter-site System Penetration
Simulation frequency distance bandwidth loss Speed

Cases (GHz) (meters) (MHz) (dB) (km/h)

Macro-cell 1 2.0 500 10 20 3
2 2.0 500 10 10 30
3 2.0 1732 10 20 3
4 0.9 1000 1.25 10 3

Micro-cell (only Outdoor- 2.0 130 10 NA 3/30
for MIMO) to-outdoor

Outdoor- 2.0 130 10 NA 3
to-indoor

The penetration loss for the micro-cell scenarios is included in the distance-dependent path-
loss model. All simulation cases are simulated separately, which means that all the users in a
given simulation run use parameters from the same case.

19.2.2 Cell layout

The cellular layout considered for macro-cell system simulations consists of a hexagonal grid
assuming 19 cell sites and three sectors per site with a total of 57 sectors as shown in Figure
19.5. In the case of micro-cell simulations, a single sector per site consisting of the whole
hexagon is considered. For the 3-sector sites the antenna bore sight points toward the flat
side of the cell. The cell radius is calculated as ISD/

√
3, where ISD is the inter-site distance

with hexagonal cell layout. The users are dropped uniformly in the entire cell. The minimum
distance between the UE and the Node-B is assumed as 35 m. Therefore, if a user is dropped
within 35 m from the Node-B, the drop is cancelled and a new drop is attempted.

19.2.3 Simulation parameters

The system simulation baseline parameters for the macro-cell and micro-cell deployment
model are given in Tables 19.9 and 19.10 respectively.

The long-term shadow or log normal fading in the logarithmic scale around the mean path-
loss PL dB is characterized by a Gaussian distribution with zero mean and a standard deviation
of 8 and 10 dB for macro-cell and micro-cell scenarios respectively. In macro-cells, the shadow
fading is caused by large terrain features such as buildings and hills. In micro-cells, smaller
objects such as vehicles etc. cause shadow fading. Therefore, shadow fading is a function
of the UE location in the cell and there should also be some correlation between shadow
fading experienced by users in the vicinity of each other. Therefore, a distance separation
(�x) dependent correlation is introduced. The normalized autocorrelation function R (�x)
can be described by an exponential function [7].

R(�x) = e− |�x|
dcorr

ln 2, (19.9)

where dcorr represents decorrelation length, which is dependent on the environment consid-
ered. The above expression indicates that the shadow fading values decorrelate exponentially
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Antenna
bore sight in
direction of

arrow

Figure 19.5. Hexagonal grid cellular layout assuming 19 cell sites and three sectors per site (total of
57 sectors).

Table 19.9. Macro-cell system simulation baseline parameters.

Parameter Assumption

Distance-dependent Carrier freqeuncy PL = 128.1 + 37.6 × log10 (R) dBs
path-loss = 2 GHz where R is distance between the UE

and Node-B in kilometers
Carrier freqeuncy = PL = 120.9 + 37.6 × log10 (R) dBs
900 MHz

Minimum distance between UE and Node-B ≥ 35 meters
Shadow fading standard deviation 8 dB
Decorrelation distance of Shadowing, dcorr 50 m

Shadow fading correlation Between Node-Bs 0.5
Between sectors 1.0

Antenna pattern for 3-sector cell sites
A (θ) = − min

[
12

(
θ

θ3 dB

)2
, Am

]
×−180 ≤ θ ≤ 180

θ3 dB = 70 degrees, Am = 20 dB

Total BS Tx power 1.25 and 5 MHz BW 43 dBm
10 MHz BW 46 dBm

UE power class 21dBm (125 mW) and 24 dBm (250 mW)
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Table 19.10. Micro-cell system simulation baseline parameters.

Assumption

Parameter Outdoor to indoor Outdoor to outdoor

Distance-dependent
path-loss

L [dB] = 7 + 56 log10(d [m]) L [dB] ={
39 + 20 log10(d [m]) 10m < d ≤ 45m

−39 + 67 log10(d [m]) d > 45m
Minimum distance between

UE and Node-B
>= 10m (and minimum coupling loss of −53 dB)
The distance dependent path-loss + shadow fading is
lower limited to free-space distance-dependent path-loss

Shadowing standard
deviation

10 dB 10 dB

Correlation distance of
shadowing

10 m 25 m

Shadowing correlation Between cells 0.0
Between sectors NA

Antenna pattern (horizontal) A (θ) = 1
Channel model According to Table A.2.1.2-1
UE speeds of interest 3 km/h 3 km/h, 30 km/h
Total BS TX power (Ptotal) 38 dBm assuming 10 MHz

BW
UE power class 21dBm (125 mW) and

24 dBm (250 mW)

with distance. The decorrelation length considered in the simulations is 50, 25 and 10 m
respectively for macro-cell, outdoor-to-outdoor micro-cell and outdoor-to-indoor micro-cell
scenarios. Note that a larger decorrelation length is considered for macro-cells because
shadow-fading in this case is generally caused by large structures such as buildings. A smaller
decorrelation length is considered for the outdoor-to-indoor micro-cell scenario. We also note
that the concept of decorrelation length may not be realistic to consider for this environ-
ment. However, the model is used for this case as well with a smaller decorrelation length for
consistency.

The shadow fading correlation is modeled as follows. Assume that the shadow fading
component of the path loss at the first position P1 is L1. Now assume that we want to compute
the lognormal component L2 at the next position P2. Let us further assume that P1 and P2

are separated by �x meters. Then L2 follows a normal distribution with mean R (�x) × L1

and variance
(
1 − R (�x)2

)× σ 2, where σ is the standard deviation, 8 and 10 dB for micro-
cell and macro-cell scenarios respectively. This interpretation is based on the assumption that
the successive path-loss components L1 and L2 are jointly normally distributed, each with
zero mean and with correlation R (�x). The distribution quoted for L2 is then the conditional
distribution of L2 given the value of L1.

19.2.4 Antenna pattern

The antenna pattern (horizontal) for 3-sector cell sites using fixed pattern is given by:

A (θ) = − min

[
12

(
θ

θ3 dB

)2

, Am

]
− 180 ≤ θ ≤ 180, (19.10)
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Figure 19.6. Antenna pattern for 3-sector cell sites used in the macro-cell scenario and omni-antenna
for the micro-cell scenario.

where θ3 dB is the 3 dB beam-width and Am is the maximum attenuation. The actual antenna
pattern for multi-antenna transmission depends upon the MIMO precoding and beam-forming
scheme used. The antenna pattern for micro-cell scenario considering omni-cells is simply
given as A (θ) = 1 = 0 dB. The antenna pattern for 3-sector cell sites used in the macro-cell
scenario and omni-antenna for the micro-cell scenario is shown in Figure 19.6. In the case of
the 3-sector antenna, we assumed θ3 dB = 70◦ and Am = 20 dB. The antenna pattern for the
micro-cell scenario considering omni-cells is simply given as A (θ) = 1 = 0 dB.

19.2.5 Reference UE and Node-B parameters

The reference HSPA Release 6 and LTE parameters for UE and Node-B are given in Tables
19.11 and 19.12 respectively. We note that the major difference between HSPA Release 6 and
LTE is that the latter allows using 2 × 2 MIMO on the downlink. Also, the UE and Node-B
receivers with two receive antennas in the case of HSPA Release 6 are assumed to employ
maximum ratio combining (MRC) receive diversity. On the other hand, the LTE receiver is
allowed to assume interference rejection combining (IRC) [8], which can result in improved
performance in interference-limited scenarios.

19.3 Link to system performance mapping

Akey issue for accurate system-level evaluations is to be able to map an instantaneous channel
state, such as the instantaneous SNR for each subcarrier in the case of OFDM, to a corre-
sponding block-error rate (BLER). Instead of directly mapping the channel state to a BLER,
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Table 19.11. Reference UE parameters.

Parameter HSPA Release 6 LTE

Receiver 2 antennas (Rx diversity only) 2 antennas
Transmitter 1 antenna 1 antenna
Antenna gain 0 dBi 0 dBi
Noise figure 9 dB 9 dB
MIMO No MIMO Support for 2 × 2 downlink MIMO

Table 19.12. Reference Node-B parameters.

Parameter HSPA Release 6 LTE

Receiver 2 antennas (Rx diversity only) 2 antennas
Transmitter 1 antenna 2 antenna
Antenna gain 14 dBi for both micro- and macro-cell cases 14 dBi for both micro- and macro-cell

cases, 6 dBi for micro-cell case
with omni-antennas

Noise figure 5 dB 5 dB
MIMO No MIMO Support for 2 × 2 downlink MIMO

link-to-system mapping methods first map the instantaneous channel state, e.g. the set of
subcarrier SNRs {γk , k = 0, 1, 2, . . . , (N − 1)}, into an instantaneous effective SNR γeff (a
scalar value). The effective SNR is then used to find an estimate of the BLER from an AWGN
link-level performance.

19.3.1 Channel capacity based mapping

A simple link-to-system mapping can be achieved by using the channel capacity for-
mula. An average channel capacity is first computed based on the subcarrier SNRs
{γk , k = 0, 1, 2, . . . , (N − 1)} as below:

Cavg = 1

N


(N−1)∑

k=0

log2

(
1 + γk

Q

) , (19.11)

where Q represents the gap to capacity of the actual AWGN performance of the code with
Q = 1 denoting no gap. The average capacity Cavg is then converted back to an instantaneous
effective SNR γeff :

γeff = Q(2Cavg − 1). (19.12)

The gap factor Q is obtained from actual link simulations for each set of modulation and
coding rates. A more accurate approach will be to use the modulation-constrained capacity to
arrive at the effective SNR γeff :

Cavg = 1

N


(N−1)∑

k=0

Cm

(
1 + γk

Q

) , (19.13)
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where Cm (·) is the modulation-constrained capacity function which depends upon the
modulation used such as QPSK, 16-QAM or 64-QAM.

19.3.2 Exponential Effective SNR Mapping (EESM)

Asecond link-to-system performance mapping method referred to as exponential effective SIR
mapping (EESM) [9–11] is derived based on the Union–Chernoff bound of error probabilities.
For a BPSK modulation, instantaneous effective SNR γeff for an N -state channel can be
written as:

γeff = − ln


(N−1)∑

k=0

pke−γk


 , (19.14)

where γk is the SNR experienced at the kth channel state and occurs with probability pk . In
the case of OFDM with N subcarriers and SNR γk on the kth subcarrier:

γeff = − ln


 1

N

(N−1)∑
k=0

e−γk


 . (19.15)

For QPSK modulation with 2-bits per modulation symbol, the EESM expression becomes:

γeff = −2 · ln


 1

N

(N−1)∑
k=0

e−γk/2


 . (19.16)

For higher-order modulation, such as 16-QAM and 64-QAM, it is not as straightforward
to determine the exact expression for the EESM. The reason is that higher-order modulation
can itself be seen as a multi-state channel from a binary-symbol transmission point of view.
Therefore a generalized EESM that can be applied to higher order modulations needs to
include a parameter β that can be adjusted to match a specific modulation scheme or more
generally a specific combination of modulation scheme and a coding rate. The generalized
EESM expression is then stated as:

γeff = −β ln

(
1

N

N∑
k=1

e−γk/β

)
. (19.17)

Note that when a user is scheduled transmission on a subset of the total N subcarriers,
only the subcarriers used for the user’s transmission need to be used for effective SNR γeff

calculation.
Then suitable values for the parameter β for each modulation and coding scheme derived

from link-level simulations using a random OFDM subcarrier interleaver are given in
Table 19.13 [12].

The LTE evaluation allows using either of the constrained-capacity or EESM methods for
downlink link-to-system performance mapping. In the uplink, the situation is different as all
the modulation symbols transmitted using SC-FDMAexperience similar SNR. This is because
modulation symbols are spread using DFT and transmitted over all the subcarriers allocated
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Table 19.13. Estimated β parameter values.

Modulation Code rate β value

QPSK 1/3 1.49
2/5 1.53
1/2 1.57
3/5 1.61
2/3 1.69
3/3 1.69
4/5 1.65

16-QAM 1/3 3.36
1/2 4.56
2/3 6.42
3/3 7.33
4/5 7.68

64-QAM 1/3 9.21
2/5 10.81
1/2 13.76
3/5 17.52
2/3 20.57

17/24 22.75
3/3 25.16
4/5 28.38

for transmission. The symbol SNR in SC-FDMA depends upon the receiver type and can
be derived from subcarrier SNRs {γk , k = 0, 1, 2, . . . , (N − 1)}. For example, for the MMSE
receiver, SNR in SC-FDMA can be derived as (see Section 3.4.2):

γSC-FDMA = 1

1
N

(N−1)∑
k=0

1

γk + 1

− 1. (19.18)

19.4 System performance

The LTE performance evaluation was carried out for the case of full buffers traffic model and
VoIP separately. The simulations for the mixed traffic case and also other traffic types were
not conducted during the evaluation phase. The performance for the broadcast traffic was
evaluated assuming SFN operation with transmission from multiple-synchronized Node-Bs.
Anumber of companies participated in the evaluation campaign and provided the performance
results. The simulations were performed assuming either a typical urban (TU) [13] channel
model or a spatial channel model (SCM) [14]. When a TU channel is assumed for MIMO
simulations, the antennas are assumed to be perfectly decorrelated, which favors MIMO spatial
multiplexing. The interference in the downlink is modeled either by assuming that neighboring
cells transmit at full power or explicitly performing scheduling in the neighboring cells. In the
downlink, assuming that all cells transmit at full power with uniform power spectral density
(PSD), assumption of full power in the neighboring cells is generally reasonable. In the uplink,
however, since the interfering UEs in the neighboring cells can be at different locations from
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Table 19.14. Uplink and downlink spectral efficiency.

System Case 1 Case 3

Uplink [bps/Hz/ cell] x HSPA [bps/Hz/ cell] x HSPA
Baseline 1 × 2 0.332 1 0.316 1
1 × 2 0.735 2.2 0.681 2.2
1 × 4 1.103 3.3 1.038 3.3

Downlink Baseline 1 × 2 0.53 1.0 0.52 1.0
2 × 2 SU-MIMO 1.69 3.2 1.56 3.0
4 × 2 SU-MIMO 1.87 3.5 1.85 3.6
4 × 4 SU-MIMO 2.67 5.0 2.41 4.6

Figure 19.7. Uplink and downlink spectral efficiency.

the UE of interest, explicit modeling of interference is generally required. Explicit modeling
of interference is also necessary for the downlink when power control resulting in different
PSD on different parts of the transmitted band is employed.

The full buffers traffic spectral efficiency performance for the LTE system relative to a
Release 6 HSPA baseline system is summarized in Table 19.14 [15] and Figure 19.7. The
cases 1 and 3 refer to the simulation scenarios in Table 19.8. The difference between the
two cases is in cell sizes, with case 1 representing inter-site distance of 500 meters and case
3 representing inter-site distance of 1732 m. In a hexagonal cell-layout, cell radii for cases 1
and 3 are 288.7 and 1000 m respectively.

We note that uplink performance for case 3 is slightly worse than for case 1 due to the larger
cell radius of case 3 which leads to uplink transmit power and hence coverage limitation
for users towards the cell-edge. However, relative gains of LTE over Release 6 HSPA are
unchanged between cases 1 and 3 as both systems suffer similarly from uplink coverage
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limitation in larger cells. The LTE performance gain for the uplink mainly comes from SC-
FDMA-based orthogonal access relative to a WCDMA-based non-orthogonal access in the
case of Release 6 HSPA (see Chapter 4 for performance comparison of orthogonal and non-
orthogonal access). It should be noted that a Rake receiver is assumed for Release 6 HSPA. By
using a more advanced receiver such as a successive interference cancellation (SIC) receiver,
the uplink performance of WCDMA can also be improved. Also, we note that doubling the
number of receive antennas at the Node-B from two to four provides about 50% improvement
in spectral efficiency. In general, a 3 dB increase in received SINR is expected by doubling
the number of receive antennas. However, as the throughput increase for good users at high
SNR is not linear with SNR, the overall gain in throughput is less than two times. The
uplink performance can further be improved by employing multi-user MIMO in the uplink by
scheduling up to two (four) users simultaneously on the same time-frequency resources with
two (four) receive antennas at the Node-B. It should be noted that uplink multi-user MIMO
(MU-MIMO) requires only one transmit antenna at the UE. This is in contrast to single-user
MIMO (SU-MIMO), which requires at least two transmit antennas at the UE. The uplink SU-
MIMO is not supported in the LTE standard due to the complexity of implementing multiple
transmit chains in the UE transmitter.

We noted that the SC-FDMA-based uplink in the LTE system provides more than two times
improvement in spectral efficiency relative to the HSPA baseline system. These gains can be
attributed purely to SC-FDMA as both LTE and HSPA assume 1 × 2 antenna configuration.
In the downlink, however, the baseline antenna configuration for HSPA and LTE is different
with LTE assuming 2 transmit antennas relative to one transmit antenna for HSPA. This
way LTE can use 2 × 2 SU-MIMO giving LTE an unfair advantage over HSPA. Therefore,
spectral efficiency gains in the downlink are a result of both OFDMA over WCDMA and
also 2 × 2 MIMO over no MIMO. We note that LTE with 2 × 2 MIMO provides more than
three times improvement in spectral efficiency over the 1 × 2 baseline HSPA system. When
larger numbers of antennas are permitted at either the transmitter or receiver or both, the
performance improves further. In case 1, for example, 4 × 2 and 4 × 4 MIMO provides 10%
and 58% spectral effieicny gains relative to a 2 × 2 MIMO system.

The MBSFN spectral efficiency performance is summarized in Table 19.15 and Figure 19.8.
We note that for small-cell scenarios, MBSFN can provide very high spectral efficiency. This
is because for MBSFN, with the same content transmitted from all the cells, there is no

Table 19.15. Spectral efficiency and cell range for MBSFN.

Deployment Spectrum efficiency [bps/Hz] Inter-site distance @ 1bps/Hz [km]

Case 1 3.13 1.619
Case 2 3.02 2.310
Case 3 0.99 1.619
Case 4 3.18 4.375

Table 19.16. Uplink and downlink VOIP capacity.

Average VoIP capacity (UEs/cells)

Deployment scenario Uplink Downlink

Case 1 241 317
Case 3 123 289
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Figure 19.8. Spectral efficiency and cell range for MBSFN.

interference in the system apart from the background noise. For larger cells, as in case 3,
the signals received from multiple cells become weaker due to larger path-loss lowering the
SNR for the cell-edge users, which degrades achievable spectral efficiency. We also provide
inter-site distance (or equivalently cell radius) achievable for an MBSFN spectral efficiency
of 1bps/Hz. We note that case 4 provides the largest range. This is because case 4 assumes a
lower carrier frequency of 900 MHz relative to 2GHz for the other cases and no penetration
loss. Also, the bandwidth assumed for case 4 is 1.25 MHz relative to 10 MHz in the other
cases, which provides higher power spectral density assuming the same Node-B total transmit
power. The range for case 2 is larger than cases 1 and 3 because penetration loss for case 2 is
only 10 dB relative to 20 dB in cases 1 and 3.

The VoIP capacity results are summarized in Table 19.16 and Figure 19.9. As for the data
traffic full buffers traffic, the downlink capacity is generally higher than the uplink capacity.
An important observation is that uplink VoIP capacity for case 3 is much smaller than the
downlink capacity. A reason for this is that the uplink in case 3 is severely power limited due
to a larger cell radius of 1000 meters and 20 dB penetration loss assumed. The downlink is
also affected by larger cell radius and penetration loss but, since the Node-B transmit power
is generally much larger than the UE transmit power, more power can be allocated to power-
limited UEs at the cell-edge than the UEs in good channel conditions. This allows for the
lowering of the VoIP outage in the downlink.

19.5 Summary

A set of simulation models and parameters was developed to assess the performance of the
LTE and Release 6 HSPA system. The performance evaluation of Release 6 HSPA system
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Figure 19.9. Uplink and downlink VoIP capacity.

was necessary as the LTE performance targets were set relative to Release 6 HSPA system
performance. The goal of performance evaluation is to verify if the LTE system meets the
expected performance targets or not.

The performance evaluation was carried out for full buffers traffic model and VoIP sepa-
rately. The simulations for mixed traffic cases and for other traffic types such as web browsing,
video streaming and mobile gaming were not carried out due to lack of time. For the full buffers
traffic case, LTE provides about two times improved spectral efficiency in the uplink and three
times improvement in the downlink. The uplink gains can be attributed purely to SC-FDMA
as both LTE and HSPA assumes 1 × 2 antenna configuration. In the downlink, however, the
baseline antenna configuration for HSPA and LTE is different with LTE assuming 2 transmit
antennas relative to one transmit antenna for HSPA. This way LTE can use 2 × 2 SU-MIMO
giving LTE an unfair advantage over HSPA.Also, for the LTE system, an interference rejection
combining (IRC) receiver at the UE is assumed, further helping improve LTE performance in
interference-limited scenarios.

With the baseline LTE antenna configurations of 1×2 in the uplink and 2×2 in the downlink,
LTE meets the lower-end spectral efficiency performance targets. However, by assuming 1×4
configuration in the uplink with four receive antennas at the Node-B, LTE performance is about
three times better than Release 6 HSPA 1× 2 system. Similarly, assuming 4× 4 MIMO in the
downlink, LTE performance is more than four times better than 1 × 2 Release 6 HSPA 1 × 2
system. Therefore, LTE can meet the higher-end spectral efficiency targets by assuming more
antennas. However, this comparison is not fair as we can argue that the performance of the
Release 6 HSPA system would also improve when more antennas are assumed.

An area where LTE performance was significantly higher than the set targets is MBSFN.
In small cells, MBSFN achieves more than 3 bps/Hz spectral efficiency. A prime reason for
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such high spectral efficiency is that for MBSFN, with the same content transmitted from all
the cells, there is no interference in the system apart from the background noise. For larger
cells, however, the signals received from multiple cells become weaker due to larger path-
loss lowering the SNR for the cell-edge users, which degrades achievable spectral efficiency.
We noted that even for cell radius of 1000 m and 20 dB building penetration loss, MBSFN
achieves 1 bps/Hz spectral efficiency.
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