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”Széchenyi István” University
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1 Introduction

In electrical engineering practice, the simulation of devices, measuring arrangements
and various electrical equipments is based on Maxwell’s equations coupled with the
constitutive relations. It is very important to take into account the hysteretic behavior
as well as the vector property of the magnetic field quantities. However, in some cases
it is adequate to use constant permeability or single valuednonlinearity. Hysteresis
characteristics must be taken into consideration when, forexample, hysteresis losses in
electrical machines or effects related to the remanent magnetization are to be calculated.
The second chapter is a summary of Maxwell’s equations, their form in the case of
nonlinear static magnetic field problems and of nonlinear eddy current field problems.
Here, we give the correct description of all the possible potential formulations used in
solving static magnetic field problems and eddy current fieldproblems.

Chapter 3 presents the weighted residual method, which can be used to solve the
nonlinear partial differential equations obtained from Maxwell’s equations by applying
potentials. Here the weighted residual method is applied tothe weak formulation. The
finite element method is a possible technique to solve numerically the partial differential
equations formulated by using the weak form. It is noted herethat the finite element
method is one of the most widely used methods to solve electromagnetic field problems.

In chapter 4, we summarize the finite element method from scratch, the nodal finite
elements as well as the newer vector elements. This chapter is very useful for students
studying applied electromagnetics in faculties of electrical engineering, too.

The fifth chapter presents the polarization method as well asthe fixed point technique
to solve nonlinear electromagnetic field problems. The magnetic field intensity or the
magnetic flux density is split into a linear term and a nonlinear term, as defined by the
polarization method. Nonlinear equations can be formulated as a fixed point equation,
which is solved iteratively by using the fixed point technique. This method results in a
convergent numerical tool to solve nonlinear equations, ora system of nonlinear equations,
however, the parameter of the linear term must be selected ina special way.

The last chapter is the collection of seven problems solved by the finite element
method. The problems have been solved by using the user friendly graphical user interface
and functions of COMSOL Multiphysics, which is a commercialfinite element software.

Dr. Miklós Kuczmann, PhD
Associate Professor
kuczmann@sze.hu

http://maxwell.sze.hu



2 Potential formulations in
electromagnetic field

The numerical analysis or the computer aided design (CAD) ofan arrangement, which
require electromagnetic field calculation can be characterized by the electric and magnetic
field intensities and flux densities.

For determination of these quantities in the electromagnetic field, one method is to
find the solution of the partial differential equations of the field quantities under prescribed
boundary conditions. The mathematical description of electric and magnetic fields can be
formulated by the differential form ofMaxwell’s equations, which are the collection of
partial differential equations of the electric field intensity E, the magnetic field intensity
H, the electric flux densityD and the magnetic flux densityB. The source of the
electromagnetic field can be the electric current densityJ , the electric charge densityρ,
the currents, voltages, etc. Constitutive relations between the above quantities are defined
to take into account the macroscopic properties of the medium where the electromagnetic
field has been studied.

It is very important to note that the numerical analysis of electromagnetic fields results
in an approximate solution of the partial differential equations expressed from Maxwell’s
equations. The partial differential equations to be solvedcan be formulated for field
quantities or for potentials and the resulting solution fulfilles the prescribed boundary
conditions as well.

There are several studies on the basic equations of the electromagnetic fields and on
their solution based on different potential formulation [3,11,28,41–43,52,60,61,81–83].
In the first part of this chapter a short summary of the basic equations, i.e. Maxwell’s
equations, boundary and interface conditions can be found based on the above cited
widely read books.

Here, we only focus on linear and nonlinear static magnetic field problems, moreover
on linear and nonlinear eddy current field problems. The set of Maxwell’s equations can
be transformed into one or two partial differential equations by using potentials. Boundary
and interface conditions can also be represented by potentials. The potential formulations
are presented in the second part of this chapter.
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2.1 Maxwell’s equations and interface conditions

2.1.1 Maxwell’s equations

A. The differential form of Maxwell’s equations

Electromagnetic field simulation problems can be characterized by the field intensities and
the flux densities described by the partial differential equations derived fromMaxwell’s
equationsunder prescribed boundary conditions.

Maxwell’s equations define relations for the electromagnetic field quantities and the
source elements, i.e. the electric and the magnetic field intensities, the electric and the
magnetic flux densities, the charge and current distribution. Expletively, the so-called
constitutive relations are appended to Maxwell’s equations to describe the properties of
the media. The differential form of Maxwell’s equations is as follows:

∇×H(r, t) = J(r, t) +
∂D(r, t)

∂t
, (2.1)

∇×E(r, t) = −∂B(r, t)

∂t
, (2.2)

∇ ·B(r, t) = 0, (2.3)

∇ ·D(r, t) = ρ(r, t), (2.4)

B(r, t) = µ0[H(r, t) + M(r, t)],

J(r, t) = σ[E(r, t) + Ei(r, t)],

D(r, t) = ε0E(r, t) + P (r, t).

(2.5)

The presented symbols and variables with their name and unitin SI system can be found
in Table2.1 (µ0 = 4 π · 10−7 H/m, ε0 = 8.854 · 10−12 F/m). This is the set of partial
differential equations, which can be used in the frame of anynumerical field analysis tool,
e.g. in the finite element method.

The field quantities are depending on spacer and on timet, therefore in the following
a shorter notation will be used, that isH = H(r, t), J = J(r, t), D = D(r, t),
E = E(r, t), B = B(r, t), ρ = ρ(r, t), M = M(r, t), Ei = Ei(r, t), P = P (r, t).

The sources of the electromagnetic field are the electric current densityJ and the
electric charge densityρ.

The first Maxwell’s equation (2.1) covers theAmpere’s lawin differential form. The
first term of the right-hand side is the current density of coils (generated by electrons
moving inside coils) andeddy currentsinside conducting material. The second term is the
so called displacement current in dielectric media, which is generated by a time-varying
electric field. This equation represents that currents in conductors or eddy currents flowing
in conducting materials and time-varying electric fields generate magnetic fields as it is
presented inFig. 2.1.

The second Maxwell’s equation (2.2) is the differential form of Faraday’s law. This
states that the time-varying magnetic field induces electric field as it is illustrated in
Fig. 2.2.
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Table 2.1. Name and SI units of symbols in Maxwell’s equations

Notation Quantity SI unit

H(r, t) magnetic field intensity A
m

E(r, t) electric field intensity V
m

B(r, t) magnetic flux density T

D(r, t) electric flux density C
m2

J(r, t) electric current density A
m2

ρ(r, t) electric charge density C
m3

M(r, t) magnetization A
m

Ei(r, t) impressed electric field V
m

P (r, t) polarization C
m2

µ0 permeability of vacuum H
m

σ conductivity S
m

ε0 permittivity of vacuum F
m

J

H

(a) The electric current densityJ generates
magnetic fieldH

J + ∂D
∂t

H

(b) The electric current densityJ and the
displacement current density∂D/∂t generate
magnetic fieldH

Fig. 2.1. Explanation of the first Maxwell’s equation

In time-varying situation the first and the second Maxwell’sequations are coupled,
i.e. the time-varying magnetic field generates electric field and this electric field generates
eddy currents inside the conducting materials, which currents modify the source magnetic
fields.

Equation (2.3) states that the magnetic field is divergence-free, i.e. free magnetic
charges do not exist physically and magnetic flux lines closeupon themselves. This is the
magneticGauss’ law.

Equation (2.4) is the electricGauss’ law. This means that the source of electric field
is the electric charge and electric flux lines start and closeupon the charge.
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∂B
∂t

E

Fig. 2.2. The time variation of the magnetic flux density∂B/∂t
generates electric field intensityE

There is an important relationship between the variation ofthe current density and the
charge density, the so-calledcurrent continuity equation(also calledcharge conservation
law). This law is coming from the first Maxwell’s equation. Taking the divergence of
(2.1), the following equation can be obtained:

∇ · (∇×H) = ∇ ·
(

J +
∂D

∂t

)
= ∇ · J +

∂

∂t
∇ ·D. (2.6)

The left-hand side is equal to zero according to the identity

∇ · (∇× v) ≡ 0, (2.7)

for any vectorv = v(r, t) and the second term on the right-hand side can be rewritten by
applying equation (2.4). Finally the current continuity equation has the form

∇ · J +
∂ρ

∂t
= 0. (2.8)

This equation means that the variation of currents and charge distribution according to
space and time is depending on each other.

B. The integral form of Maxwell’s equations

There is an other form ofMaxwell’s equations, the so-called integral form,

∮

l

H · dl =

∫

Γ

(
J +

∂D

∂t

)
· dΓ, (2.9)

∮

l

E · dl = −
∫

Γ

∂B

∂t
· dΓ, (2.10)

∮

Γ

B · dΓ = 0, (2.11)

∮

Γ

D · dΓ =

∫

Ω

ρ dΩ. (2.12)

The constitutive relations have the same form as in (2.5).
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The relationship between the integral forms (2.9) and (2.10) and the differential forms
(2.1) and (2.2) can be noticed by applying Stokes’ theorem,

∮

l

v · dl =

∫

Γ

∇× v · dΓ, (2.13)

wherev = v(r, t) is a space vector, which may depend on time, the vectorsdl anddΓ are
illustrated inFig. 2.3. In this figure, the relation between the circulation about the loopl
and the positive (outer) normal unit vectorn can be seen as well.

The first Maxwell’s equation (seeFig. 2.3) says that the line integral of the magnetic
field intensity vector along any closed loopl is equal to the sum of currents or to the
surface integral of current densities flowing across the areaΓ bounded by the pathl. The
displacement current has the same effect as the conducting current. This is the classical
form of Ampere’s law. In other words it can be stated that if a current is flowing inside a
conductor, then a magnetic field is generated in the vicinityof this conductor.

n

dΓ

dl

H

i1
i2 l

Γ

H·dl

Fig. 2.3. The Ampere’s law

The surface integral of source current densityJ0 = σEi is equal to the currenti
flowing into the surfaceΓ, i.e.

∫

Γ

J0 · dΓ = i, (2.14)

wherei = i(t) or i = I.
The second Maxwell’s equation says that the line integral ofthe electric field intensity

vector along any closed loopl is equal to the surface integral of the time variation of
magnetic flux density vector across the areaΓ bounded by the pathl. This is the classical
form of Faraday’s law. In other words, if the fluxΦ = Φ(t) is varying with time, then
a corresponding induced voltageui = ui(t) is generated between the two poles of a coil
placed inside this time varying flux (seeFig. 2.4),

ui(t) = −dΦ(t)

dt
, (2.15)
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n

dΓ

dl

E

Φ
dΦ
dt l

Γ

ui

E
· d

l

Fig. 2.4. The Faraday’s law

because of definitions

ui(t) =

∮

l

E · dl, and Φ =

∫

Γ

B · dΓ. (2.16)

The relationship between the integral form (2.11) and (2.12) and the differential form
(2.3) and (2.4) can be expressed by applyingGauss’ theorem,

∮

Γ

v · dΓ =

∫

Ω

∇ · v dΩ, (2.17)

wherev = v(r, t) is a space vector, which may depend on time, the vectordΓ and volume
Ω are represented inFig. 2.5.

The third Maxwell’s equation says that the surface integralof the magnetic flux density
on a closed surfaceΓ is equal to zero, i.e. the flux lines are closed.

n

dΓ

D

Ω

ρ

D ·dΓ

Fig. 2.5. The Gauss’ law
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The fourth Maxwell’s equation declares that the surface integral of the electric flux
density on a closed surfaceΓ is equal to the volume integral of the charge density enclosed
by this surface representing the volumeΩ as it is illustrated inFig. 2.5. The flux lines are
starting and closing at electric charges. The outer normal unit vector of the volumeΩ is
denoted byn. The volume integral of charge density is equal to the chargeQ,

∫

Ω

ρ dΩ = Q. (2.18)

C. The constitutive relations

Equations in (2.5) collect the so-calledconstitutive relations, which – depending on the
properties of the examined material – describe the relationship between field quantities.

In the simplest case these relations are linear, i.e.

M = χH , Ei = 0, P = ε0χdE, (2.19)

whereχ andχd are the magnetic and the dielectric susceptibility and

B = µH , J = σE, D = εE, (2.20)

where

µ = µ0(1 + χ) = µ0µr, (2.21)

and

ε = ε0(1 + χd) = ε0εr. (2.22)

Hereµr = 1 + χ is the relative permeability,εr = 1 + χd is the relative permittivity
of the material and the conductivityσ is constant. The second equation in (2.20) is the
differential form of Ohm’s law.

Constitutive relations are generally nonlinear, that is the permeability, the conductivity
and the permittivity depend on the appropriate field quantities,

µ = µ(H , B), σ = σ(E, J), ε = ε(E, D). (2.23)

This can be written in another way,

B = B(H), J = J(E), D = D(E), (2.24)

whereB(·), J(·) andD(·) are operators. The first one of the above equations will be in
focus in the following, which can be expressed by the hysteresis operator, represented by

B = B{H}, or H = B
−1{B}. (2.25)

If the material properties are independent of spacer, they are homogeneous, otherwise
they are inhomogeneous,

µ = µ(r), σ = σ(r), ε = ε(r). (2.26)
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Constitutive relations may depend on the frequency of excitation as well,

µ = µ(f), σ = σ(f), ε = ε(f). (2.27)

When the constitutive parameters depend on the direction ofthe applied field, the
materials are anisotropic, otherwise they are isotropic (the linear equations in (2.20) states
for isotropic materials). In the anisotropic case the permeability, the conductivity and the
permittivity are tensors,

B = [µ]H , J = [σ]E, D = [ε]E, (2.28)

for example

[µ] =




µxx µxy µxz

µyx µyy µyz

µzx µzy µzz



 . (2.29)

In the most general situation, the constitutive relations depend on all of the above
variables, e.g.

B = B{H , r, f}. (2.30)

D. Energy of electromagnetic fields

Theenergy balance equationof electromagnetic fields can be expressed from Maxwell’s
equations. After multiplying the equation (2.1) by−E and the equation (2.2) byH, then
summing these equations, the following expression can be obtained:

H · ∇ ×E −E · ∇ ×H = −H · ∂B

∂t
−E · J −E · ∂D

∂t
. (2.31)

After applying the identity

∇ · (E ×H) = H · ∇ ×E −E · ∇ ×H (2.32)

on the left-hand side and integrating the resulting equation over a volumeΩ bounded by
a surfaceΓ and using Gauss’ theorem, it results in the energy balance equation of the
electromagnetic fields,

∫

Ω

(
E · ∂D

∂t
+ H · ∂B

∂t

)
dΩ +

∫

Ω

E · J dΩ +

∮

Γ

(E ×H) · dΓ = 0. (2.33)

The first volume integral is the rate of change of energy density of electromagnetic fields
w = w(r, t) in the volumeΩ, i.e.

∂w

∂t
= E · ∂D

∂t
+ H · ∂B

∂t
. (2.34)

The second integral can be reformulated by using the second equation in (2.5),

E · J =

(
J

σ
−Ei

)
· J =

|J |2
σ
−Ei · J . (2.35)
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This results in
∫

Ω

(
E · ∂D

∂t
+ H · ∂B

∂t

)
dΩ +

∫

Ω

|J |2
σ

dΩ

−
∫

Ω

Ei · J dΩ +

∮

Γ

(E ×H) · dΓ = 0.

(2.36)

Here the second integral is thedissipated energyterm, i.e. theJoule heat, the third integral
contains the energy supplied by the sources and finally the last surface integral is the
intensity of energy flow, i.e. the rate of change of energy crossing a unit area whose
normal is oriented in the direction of the vectorE ×H (seeFig. 2.6(a) andFig. 2.6(b)).
This is the so-calledPoynting vector,

S = E ×H . (2.37)

E

H

S = E ×H

(a) The direction of Poynting vectorS

Ω

dΓ

S

n

S ·dΓ

(b) The energy crossing the areadΓ

Fig. 2.6. The Poynting vector

Theenergy densityw = w(r, t) in linear and isotropic media has the form

w(r, t) =
1

2

(
εE2 + µH2

)
. (2.38)

In nonlinear and anisotropic media the following expressions can be used to determine
the electric and the magneticenergy density:

we =

∫ D

0

E(D) · dD, and wm =

∫ B

0

H(B) · dB, (2.39)

which depend on the shape of characteristics given by the operators in (2.24).

2.1.2 Interface and boundary conditions

Field equations are valid for points in whose neighborhood the physical properties of the
medium vary continuously, or in special case they are constants. Let us imagine that
there is a surface bounding one medium with material parametersµ1, σ1 andε1 from
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another one body with material parametersµ2, σ2 andε2, i.e. there occur sharp changes
in parameters. In this situationinterface conditionson the electromagnetic field quantities
must be fulfilled.

In the case of static magnetic field problems and in eddy current field problems the
open boundary is usually modeled by a sphere with a radiusr →∞. The energy crossing
the area of this boundary is equal to zero, because the variation of energy of electric and
magnetic field is taking place inside the bounding sphere. This condition can only be
fulfilled if

lim
r→∞

r2(E ×H) · n = 0, (2.40)

i.e.

lim
r→∞

r|E| = 0, and lim
r→∞

r|H | = 0. (2.41)

This means that the electric and the magnetic fields must vanish at infinity.
In other words, we can say that during the solution of Maxwell’s equations, the

interface and the boundary conditions have to be taken into account along the interface
of the materials and at the boundary surfaces of the problem region. Here interface and
boundary conditions are collected without deduction.

The used notations are presented inFig. 2.7. The interfaceΓ (boundary surface) is
placed between two regions denoted byΩ1 andΩ2 with material parametersµ1, σ1, ε1

andµ2, σ2, ε2, respectively. The normal unit vectorn is conventionally equal to the outer
normal unit vector of the medium filling the regionΩ1 (heren = n1 andn = −n2).

n

Γ

Ω1

Ω2

E1, D1, H1, B1, J1

E2, D2, H2, B2, J2

µ1, σ1, ε1

µ2, σ2, ε2

Fig. 2.7. For the behavior of electric and magnetic field quantities along the interfaceΓ

A. Electric and magnetic field intensity

The interface conditions prescribe continuity for the tangential component of the electric
field intensity,

n× (E2 −E1) = 0. (2.42)
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The surface current densityK relates to the tangential component of the magnetic
field intensity vector,

n× (H2 −H1) = K. (2.43)

The surface current densityK is flowing on the surface tangentially to the normal vector
unit n. If there is no surface current density on the interface, thetangential component of
the magnetic field intensity is continuous,

n× (H2 −H1) = 0. (2.44)

If Γ denotes the bounding sphere of domainΩ1, i.e. E2 = 0 andH2 = 0, moreover
E = E1 andH = H1, then theboundary conditionscan be formulated as

−n×E = 0, or E × n = 0, (2.45)

and

−n×H = K, or H × n = K, (2.46)

or (if K = 0)

−n×H = 0, or H × n = 0. (2.47)

B. Electric and magnetic flux density, current density

On the interface of different dielectric materials the normal component of the electric flux
density is continuous only if there is no surface charge,ρs = 0,

n · (D2 −D1) = 0, (2.48)

otherwise the normal component of the electric flux density has a jump on the interface,

n · (D2 −D1) = ρs. (2.49)

On the interface of different magnetic materials, the normal component of the magnetic
flux density must be continuous,

n · (B2 −B1) = 0. (2.50)

The charge conservation law yields the continuity of the normal component of the
conducting current in the case of eddy current field,

n · (J2 − J1) = 0, (2.51)

or generally

n · (J2 − J1) + n ·
(

∂D2

∂t
− ∂D1

∂t

)
= 0 (2.52)

is valid on the interface.
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If Γ denotes the bounding sphere of domainΩ1, i.e. D2 = 0, B2 = 0, J2 = 0 and
∂D2/∂t = 0, moreoverD = D1, B = B1 andJ = J1 then theboundary conditions
can be formulated as

−n ·D = ρs, or D · n = −ρs, (2.53)

or

n ·D = 0, or D · n = 0, (2.54)

if ρs = 0 and

−n ·B = 0, or B · n = 0, (2.55)

and

−n · J = 0, or J · n = 0, (2.56)

or generally

−n · J − n · ∂D

∂t
= 0, or J · n +

∂D

∂t
· n = 0. (2.57)

It can be noted that equation (2.55) can be generalized as

−n ·B = b, or B · n = −b, (2.58)

whereb = b(r, t) is the charge density of fictitious magnetic surface charges.
These general conditions will be rewritten in problem specific form in section 2.2.

2.1.3 Classification of Maxwell’s equations

The usual classification ofMaxwell’s equationsis presented here. In the simplest case the
time variation of the field quantities can be neglected, i.e.∂/∂t = 0. This kind of fields
is denoted as static field, when the magnetic, the electric and the current fields can be
regarded independently, because there are no interactionsbetween them. In time varying
case when∂/∂t 6= 0, the magnetic and electric fields are coupled resulting the section of
eddy current fields and wave propagation of electrodynamics.

(i) Static magnetic field. The time independent current densityJ0 = J0(r) generates
a time independent magnetic field intensityH = H(r) and the time independent
magnetic flux densityB = B(r). The equations are the following:

∇×H = J0, (2.59)

∇ ·B = 0, (2.60)

B =





µ0H , in air,
µ0µrH, in magnetically linear material,
µ0(H + M ), in magnetically nonlinear medium.

(2.61)
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In nonlinear medium, themagnetization vectorM = M(r) is depending on the
magnetic field intensity vector, i.e.M = H {H}. This operator can be described
by hysteresis models denoted byB = B{H}.
Thisconstitutive relationshiphas an inverse form as well,

H =






ν0B, in air,
ν0νrB, in magnetically linear material,
B−1{B}, in magnetically nonlinear medium.

(2.62)

Hereν0 = 1/µ0, νr = 1/µr are the reluctivity of vacuum and the relative reluctivity.
In magnetically nonlinear medium it can be represented by aninversehysteresis
operator, H = B−1{B}.
The source current distribution issolenoidal, which is evident from thecurrent
continuity equation(2.8),

∇ · J0 = 0. (2.63)

This means that all current lines either close upon themselves, or start and terminate
at infinity.

This is the situation when magnetic field generated by current carrying coils is
simulated, or the static behavior of electrical machines isthe question. IfJ0 = 0,
then a boundary value problem should be solved, which can be used to simulate
e.g. the field of magnetic poles.

(ii ) Static electric field. The source of electrostatic field described by the electricfield
intensityE = E(r) and by the flux densityD = D(r) is the chargeρ = ρ(r).
The field equations are as follows:

∇×E = 0, (2.64)

∇ ·D = ρ, (2.65)

D = εE, or D = ε0E + P , (2.66)

whereP = P (r) is the polarization vector. For example, this is the situation when
simulating the electrostatic field inside capacitors. Supposing static electric field is
useful in high voltage applications, e.g. in transmission line problems.

(iii ) Currents in conducting materials. The motion of charges results in currents flowing
in the conducting material, which can be expressed by time independent equations

∇×E = 0, (2.67)

∇ · J = 0, (2.68)

J = σE, or J = σ(E + Ei). (2.69)

HereEi = Ei(r) is the impressed electric field intensity. The termσEi can be
represented by the source current densityJ0 = σEi, i.e.

J = J0 + σE. (2.70)
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These equations can be used efficiently when the current distribution of a coil
cannot be supposed to be uniform, but can be computed as a current flow problem.

(iv) Eddy current field. In time varying case (∂/∂t 6= 0), the magnetic and electric fields
are coupled, but the displacement current can be neglected in the usual frequency
range, because|J | ≫ |∂D/∂t|. The equations of ’quasi-static’ field problems are
as follows:

∇×H = J , (2.71)

∇×E = −∂B

∂t
, (2.72)

∇ ·B = 0, (2.73)

B =






µ0H , in air,
µ0µrH, in magnetically linear material,
µ0(H + M ), in magnetically nonlinear medium,

(2.74)

J = σE. (2.75)

The constitutive relation of the magnetic material may havethe inverse form (2.62).

This approximation is applicable in all power frequency applications involving
metallic structures. The analysis of power losses in electrical machines or some
nondestructive testing problems and the prediction of transient problems can be
simulated by this kind of equations.

(v) Wave propagation. In this case all terms of Maxwell’s equations are considered
without any modification. This group of equations is useful in the analysis of
waveguides, cavities or resonators at high frequencies.

In the following sections, we turn our attention mainly to the linear and nonlinear
static magnetic field and the eddy current field problems.

2.2 Magnetostatics and eddy current field problems

In the case of magnetic materials, there are two groups of problem have to be formulated,
the static magnetic fieldand theeddy current field. The typical structure – as they can
be found in electrical engineering applications – with equations, interface and boundary
conditions of these problems are formulated in this section.

2.2.1 Static magnetic fields

The typical structure of a static magnetic field problem can be seen inFig. 2.8. In the case
of static magnetic field, the currents flowing in coilsi (represented by the source current
densityJ0) generate electric field as well as magnetic field, but the magnetic field has no
interaction with the electric field. In this caseMaxwell’s equationscan be written as

∇×H = J0, in Ω0 ∪ Ωm, (2.76)
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∇ ·B = 0, in Ω0 ∪Ωm, (2.77)

B =





µ0H, in air,Ω0,
µ0µrH , in magnetically linear material,Ωm,
B{H} =µoH +R, in magnetically nonlinear medium, Ωm.

(2.78)

The last relation is defined in section 5.5.2. Taking the divergence of equation (2.76), the
solenoidal property of the source current density can be obtained,

∇ · J0 = 0. (2.79)

The constitutive relationship (2.78) can be used in its inverse form as well,

H =






ν0B, in air,Ω0,
ν0νrB, in magnetically linear material,Ωm,
B−1{B}=νoB+I, in magnetically nonlinear medium, Ωm.

(2.80)

The last relation is defined in section 5.5.1.
A current excitationi (or a current densityJ0) with given amplitude is placed into air

Ω0 and symbolΩm represents the magnetic material (which can be representedby linear
or nonlinear, isotropic or anisotropic, single valued or hysteretic model). The current
density can be calculated from known current as

|J0| =
Ni

Si
, (2.81)

whereN is the number of turns of the coil andSi is the cross section area of the coil. The
direction ofJ0 is generated by the geometry of the coil. The excitation current generates
magnetic fieldH around the coil.

Maxwell’s equations are valid in the problem regionΩ = Ω0 ∪ Ωm. The problem
regionΩ is bounded by∂Ω, which has two disjunct partsΓH andΓB, i.e. ∂Ω = ΓH ∪
ΓB. Along the dashed line inFig. 2.8 denoted byΓH , the tangential component of the

i

magnetic material

air

µ0

µr or B{·}

Ωm

Ω0Γm0

Γm0

ΓB ΓB

ΓB

ΓB

ΓH

ΓH

H , B

n
nm

n0

Fig. 2.8. Structure of a static magnetic field problem
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magnetic field intensity is given by a known surface current densityK. If K = 0 then
ΓH represents a symmetry plane. The boundaryΓB is usually the closing boundary or a
symmetry plane of the problem region, where the normal component of the magnetic flux
density is vanishing. It is assumed to be known in a termb. Along the interface between
the magnetic material and the air regionΓm0, the tangential component of magnetic field
intensity and the normal component of the magnetic flux density are continuous. These
conditions can be formulated as (see section 2.1.2)

H × n = K, or H × n = 0, on ΓH , (2.82)

and

B · n = −b, or B · n = 0, on ΓB, (2.83)

wheren is the outer normal unit vector of the region, moreover

H0× n0 +Hm× nm = 0, and B0 · n0 + Bm · nm = 0, on Γm0, (2.84)

wheren0, nm, H0, Hm, B0 andBm are the outer normal unit vectors of the region
filled with air and with magnetic material, moreover the magnetic field intensity and the
magnetic flux density in the appropriate region along the interface, respectively, and it is
evident thatn0 = −nm alongΓm0.

2.2.2 Eddy current fields

In time varying case (∂/∂t 6= 0), the electric and the magnetic fields are coupled. Currents
flowing in coils generate magnetic field in the vicinity of thecoil. The time variation of
this magnetic field induces electric field that causes eddy currents flowing in conducting
materials. The magnetic field generated by the eddy currentsmodifies the effect of
sources. A typical structure of an eddy current field problemcan be seen inFig. 2.9.

In the eddy current free region denoted byΩn, there is a magnetic field with equations

∇×H = J0, in Ωn, (2.85)

∇ ·B = 0, in Ωn, (2.86)

B = µH , or H = νB, in Ωn. (2.87)

Sometimes it is filled with air (µ = µ0, or ν = ν0).
At low frequencies and with normal conducting materials, the displacement currents

are small compared with the conducting currents and they canbe neglected, i.e.

|∂D/∂t| ≪ |J | . (2.88)

Consequently, the studied electromagnetic fields can be described by the ’quasi-static’
Maxwell’s equationswritten in differential form as

∇×H = J , in Ωc, (2.89)
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i(t)

conducting region

nonconducting region (air)

µ0

µr or B{·}

σ
Ωc

Ωn

Γnc

Γnc

ΓB

ΓB

ΓB

ΓE

ΓHn

ΓHc

H , B

n

nn

nc

σE

He

Fig. 2.9. Structure of an eddy current field problem

∇×E = −∂B

∂t
, in Ωc, (2.90)

∇ ·B = 0, in Ωc, (2.91)

B =

{
µ0µrH , in magnetically linear material,Ωc,
B{H}=µoH+R, in magnetically nonlinear medium, Ωc,

(2.92)

J = σE, in Ωc. (2.93)

The last relation in (2.92) is defined in section 5.5.2. Of course, theconstitutive relation
(2.92) can be used in its inverse form as well,

H =

{
ν0νrB, in magnetically linear material,Ωc,
B−1{B}=νoB+I, in magnetically nonlinear medium, Ωc.

(2.94)

The last relation is defined in section 5.5.1.
Taking the divergence of equation (2.89), the solenoidal property of the induced

current density can be obtained,

∇ · J = 0, (2.95)

meaning that eddy currents close upon themselves.
A current excitationi(t) (or a source current densityJ0(t)) with given signal shape

is placed into the nonconducting regionΩn (which is usually the air region) and the eddy
current distributionσE is unknown in the conducting materialΩc (the corresponding
magnetic field generated by eddy currents is denoted byHe in the illustration inFig. 2.9).
RegionΩc is sometimes filled with magnetic material (which can be represented by linear
or nonlinear, isotropic or anisotropic, single valued or hysteretic model).

Static and ’quasi-static’ Maxwell’s equations are valid inthe eddy current free region
Ωn and in the eddy current regionΩc, respectively. The two regions are coupled through
the interfaceΓnc. The eddy current free regionΩn is bounded by two disjunct partsΓHn
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andΓB, the eddy current region is bounded by two disjunct partsΓHc
andΓE . Generally,

the problem regionΩ = Ωn ∪ Ωc is bounded by∂Ω = ΓHn
∪ ΓB ∪ ΓHc

∪ ΓE .
Along the dashed line placed in the eddy current free region in Fig. 2.9 denoted by

ΓHn
, the tangential component of the magnetic field intensity isgiven by a known surface

current densityK. If K = 0 thenΓHn
represents a symmetry plane, where the tangential

component of the magnetic field intensity is vanishing. The boundaryΓB is usually the
closing boundary of the problem region, where the normal component of the magnetic
flux density is vanishing. It is assumed to be known by a termb. The dashed line signed
in the eddy current regionΓHc

usually denotes a symmetry plane, where the tangential
component of the magnetic field intensity is zero andΓE is the boundary where the
tangential component of the electric field intensity is vanishing. The surfaceΓE may
also model electrodes where a voltage source is connected tothe conductor. Along the
interface between the two disjunct regionΓnc, the tangential component of magnetic field
intensity and the normal component of the magnetic flux density are continuous, moreover
the normal component of the induced eddy currents are equal to zero. These conditions
can be formulated as (see section 2.1.2)

H × n = K, or H × n = 0, on ΓHn
, (2.96)

and

B · n = −b, or B · n = 0, on ΓB, (2.97)

and

H × n = 0, on ΓHc
, (2.98)

and

E × n = 0, on ΓE , (2.99)

wheren is the outer normal unit vector of the region, moreover

Hc × nc + Hn × nn = 0, on Γnc, (2.100)

and

Bc · nc + Bn · nn = 0, on Γnc, (2.101)

and

J · nc = 0, on Γnc, (2.102)

wherenn, nc, Hn, Hc, Bn and Bc are the outer normal unit vector of the region
filled with air and with conducting material, moreover the magnetic field intensity and the
magnetic flux density vectors in the appropriate region on the boundary, respectively and
it is evident thatnn = −nc alongΓnc.

The magnetic field must satisfy the initial conditions, as well

Bn(t = 0) = Bn,0, in Ωn, and Bc(t = 0) = Bc,0, in Ωc. (2.103)
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As a conclusion of the boundary conditions onΓHc
and onΓE , the normal component

of the eddy current density is vanishing on the boundaryΓHc
because of equations (2.98)

and (2.89), while on boundaryΓE , the normal component of magnetic flux density is
equal to zero coming from equations (2.99) and (2.90), i.e.

J · n = 0 on ΓHc
, (2.104)

and

B · n = 0 on ΓE . (2.105)

As a proof, let us take the normal component of the first Maxwell’s equation (2.89). It
results in the expression(∇×H) · n = J · n, i.e.∇ · (H × n) = J · n. The left-hand
side of this equation is equal to zero onΓHc

according to (2.98), i.e.J · n = 0 onΓHc
.

The equationB · n = 0 can be obtained similarly.

2.3 Potential formulations in static magnetic and
eddy current field problems

There are several potential formulations applicable to calculate the electromagnetic field
quantities, fundamentally scalar and vector potentials can be used [3–11, 13, 20–23, 25,
28, 41–43, 47, 49, 52, 65, 66, 72–75, 79–83, 87, 93]. The aim ofpotential formulations is
to reduce the solution of Maxwell’s equations to the solution of different type of partial
differential equations at prescribed boundary conditions.

This section deals with the potential formulations of static magnetic field and eddy
current field problems.

2.3.1 Static magnetic fields

The general definition ofstatic magnetic fieldproblems can be found in section 2.2.1.
The static magnetic field is defined by Maxwell’s equations (2.76), (2.77), constitutive
relations in (2.78) or in (2.80), moreover the boundary and interface conditions (2.82),
(2.83) and (2.84).

The static magnetic field can be described by thereduced magnetic scalar potential
Φ, by thetotal magnetic scalar potentialΨ, by the combination of these scalar potentials
(Φ − Ψ-formulation), or by themagnetic vector potentialA. The combination of these
formulations is also valid, resulting theA−Φ-formulation or theA−A−Φ-formulation.

It is noted that the most economical way is using the scalar potential, however, it
results in some problems, especially when iron parts with high permeability are present.
In this situation the combination of the two scalar potentials can be used, but this introduces
some extra conditions on the iron/air interfaces. The knownrotational part of the magnetic
field intensity according to coil’s current must be calculated beforehand. This potential is
called impressed current vector potentialT 0. The use of magnetic vector potential is more
general, however, the number of unknowns is increasing whensimulating 3D problems.
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A. The reduced magnetic scalar potential, theΦ-formulation

The magnetic field intensity vector can be split in two parts as

H = T 0 + Hm. (2.106)

The curl of the so-calledimpressed current vector potentialT 0 is equal to the source
current densityJ0 andHm is nonrotational,

∇× T 0 = J0, and ∇×Hm = 0. (2.107)

The first Maxwell’s equation (2.76) can be fulfilled by this decomposition,

∇×H = ∇× (T 0 + Hm) = ∇× T 0 +∇×Hm = J0. (2.108)

The divergence ofT 0 can be selected according toCoulomb gauge, i.e.

∇ · T 0 = 0, (2.109)

which selection can be useful when creating the functionT 0.
It is important to note that the two termsT 0 andHm can be calculated separately. The

first step is the generation of the functionT 0 according to the source current densityJ0

satisfying the first equation in (2.107), thenHm can be represented by a scalar potential.

Generating the functionT 0. The first step is to determine theimpressed current vector
potentialT 0. There are many possibilities for the construction of the source termT 0

from the known source current densityJ0. Here the four most attractive and the most
widely used solutions are formulated. The impressed field can be calculated by using the
Biot–Savart’s law,T 0 can be built up by simple analytical expressions if the geometry
of coils is simple, or by the solution of a partial differential equation with appropriate
boundary conditions. It must be noted thatT 0 is calculated in free space, i.e.µ = µ0

must be set everywhere in the problem region.

(i) Applying the Biot–Savart’s law.The impressed current vector potentialT 0 can be
selected as the magnetic field of coils in free spaceHs calculated byBiot–Savart’s
law (Fig. 2.10),

T 0(rf ) ≡Hs(rf ) =
1

4π

∫

ΩJ

J0(rJ)× (rf − rJ)

|rf − rJ |3
dΩJ , (2.110)

or (Fig. 2.11)

T 0(rf ) ≡Hs(rf ) =
I0

4π

∮

lI

dl× (rf − rI)

|rf − rI |3
. (2.111)

Hererf is the field point whereHs(rf ) is calculated,rJ andrI are the source
points whereJ0(rJ) andI0(rI) is given. Symbol ’O’ denotes the origin of the
coordinate system. It results in a divergence-free impressed current vector potential.
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O

dΩJ

J0(rJ)

Hs(rf )

rJ

rf

rf − rJ

Fig. 2.10. Magnetic field intensityHs generated by source current density

dl

rf − rI
Hs(rf )

I0

coil
rI

rf

O

Fig. 2.11. Magnetic field intensityHs generated by a filamentary conductor

The source term should be calculated with a given value of current (I0 = 1A is
a good choice), or a given value of current density (|J0| = 1A/m2). Then the
calculated source termT 0 can be multiplied by the actual value of current during
simulation, e.g. wheni(t) is sinusoidal orI = 0.2A, etc.

Simple analytical formulation can be used when the geometryof the coil is simple
(for example the formulaH = I0/2rπ can be used in case of one filamentary
conductor in 2D simulations). However, this step can be a very time consuming
task, especially in 3D situations.

(ii ) Creating a simple function satisfying∇ × T 0 = J0. Extremely simple analytical
expressions can be formulated in case of simple coil shapes as it is illustrated by
a cylindrical coil in Fig. 2.12. In this case the integration can be avoided and a
simple, tangentially continuous analytical expression can be built up.

If T 0 has only one component in thez direction, i.e. T 0 = T0,zez moreover
T0,z = T0,z(r) or T0,z = T0,z(x, y), then source current density in ther − ϕ or in
thex− y plane can be represented easily.

In the illustration shown inFig. 2.12, the cylindrical shaped coil is placed around
thez-axis with center at the origin of a cylindrical coordinate system. The inner and
outer radius of the coil isR andR′, respectively, the height of the coil ish and the
current density isJ0 = |J0|eϕ. The vector potentialT 0 has only one component
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|J0|L
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T0,z = |J0|(R′ − r) T0,z = |J0|(R′ − r)

R′

R

h

Fig. 2.12. CreatingT 0 for cylindrical shaped coil

in thez direction, i.e.T 0 = T0,zez , where

T0,z =





0, if |z| ≥ h/2 or r > R′,
|J0|L, if |z| < h/2 and r ≤ R,
|J0|(R′ − r), if |z| < h/2 and r > R and r ≤ R′.

(2.112)

In this caseT 0 is equal to zero outside the coil, it is constant inside the coil where
the current density is equal to zero and it is varying linearly inside the coil where
the current density is not zero. The divergence ofT 0 is not equal to zero.

(iii ) Minimizing an appropriate functional.The following functional can be built up to
find out the source termT 0:

F{T 0} =

∫

Ω

[
|∇ × T 0 − J0|2 + (∇ · T 0)

2
]
dΩ, (2.113)

which has to be minimized. This is equivalent to the solutionof the following
partial differential equations defined in free space:

∇× T 0 = J0, in Ω, (2.114)

∇ · T 0 = 0, in Ω. (2.115)

The boundary conditions

T 0 × n = 0, on ΓH , (2.116)
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T 0 · n = 0, on ΓB (2.117)

must also be satisfied (∂Ω = Γ = ΓH ∪ ΓB). A partial differential equation with
appropriate boundary conditions can be formulated for the mentioned functional
(2.113) what is an advantage of this formulation.

According to the principle of minimum energy, thefunctional(2.113) has minimum
value only if the vector fieldT 0 satisfies the partial differential equations (2.114)
and (2.115). This minimum is a stable configuration of the vector potentialT 0.

Let us first extract thefunctional(2.113),

F{T 0}=
∫

Ω

[
|∇ × T 0|2−2(∇× T 0)·J0+|J0|2+(∇ · T 0)

2
]
dΩ, (2.118)

and let us introduce a smallvariationof the vector potentialT 0 asT 0 + αδT 0 (α
is a small positive number), which results in a variation of the field energy around
the stable configuration of the potentialT 0,

F{T 0 + αδT 0} =

∫

Ω

[
|∇ × (T 0 + αδT 0)|2

−2[∇× (T 0 + αδT 0)] · J0 + |J0|2

+[∇ · (T 0 + αδT 0)]
2
]
dΩ,

(2.119)

i.e.

F{T 0+αδT 0} =

∫

Ω

[
|∇ × T 0|2 + 2α (∇× T 0)·(∇× δT 0)

+α2 |∇ × δT 0|2 − 2(∇× T 0) · J0 − 2α (∇× δT 0) · J0

+ |J0|2 + (∇ · T 0)
2 + 2α(∇ · T 0)(∇ · δT 0)

+α2 (∇ · δT 0)
2
]
dΩ.

(2.120)

This variation can be represented inTaylor seriesapproximation as

F{T 0 + αδT 0} = F{T 0}+ αδF{T 0, δT 0}+ α2δ2
F{δT 0}. (2.121)

Here

δF{T 0, δT 0} = 2

∫

Ω

[
(∇× T 0)·(∇× δT 0)− (∇× δT 0) · J0

+(∇ · T 0)(∇ · δT 0)
]
dΩ,

(2.122)

and
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δ2
F{δT 0} =

∫

Ω

[
|∇ × δT 0|2 + (∇ · δT 0)

2
]
dΩ. (2.123)

In concern with the stationary concept, thefirst variation δF{T 0, δT 0} has to
be disappear and thesecond variationδ2F{δT 0} has to be positive. In this case
F{T 0} leads indeed to its minimum value. The definition of the first variation is
(which must be equal to zero)

δF{T 0, δT 0} =
∂F{T 0 + αδT 0}

∂α

∣∣∣∣
α=0

= 0, (2.124)

from which
∫

Ω

[
(∇× T 0) · (∇× δT 0)− (∇× δT 0) · J0

+(∇ · T 0)(∇ · δT 0)
]
dΩ = 0,

(2.125)

and it is easy to see that the second variation (2.123) is usually positive. Using the
identity

∇ · (u× v) = v · ∇ × u− u · ∇ × v, (2.126)

with u = ∇× T 0, v = δT 0 in the first integral and withu = J0, v = δT 0 in the
second integral and the identity

∇ · (ϕv) = v · ∇ϕ + ϕ∇ · v, (2.127)

with ϕ = ∇ · T 0, v = δT 0 in the third term results in
∫

Ω

δT 0 · (∇×∇× T 0 −∇× J0) dΩ

+

∮

Γ

δT 0 · [(∇× T 0 − J0)× n] dΓ

−
∫

Ω

δT 0 · (∇∇ · T 0) dΩ +

∮

Γ

(δT 0 · n)∇ · T 0 dΓ = 0.

(2.128)

The first boundary integral can be rewritten according to thetwo partsΓH andΓB

of the boundaryΓ,
∮

Γ

δT 0 · [(∇× T 0 − J0)× n] dΓ

=

∫

ΓH∪ΓB

δT 0 · [(∇× T 0 − J0)× n] dΓ.

(2.129)

OnΓH the Dirichlet type boundary conditionT 0×n = 0 must be satisfied, i.e. the
tangential component of the variation is equal to zero,δT 0×n = 0. According to
the identity

δT 0 · [(∇× T 0 − J0)× n] = (∇× T 0 − J0) · (n× δT 0)

= − (∇× T 0 − J0) · (δT 0 × n),
(2.130)
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the boundary integral onΓH is vanishing. On the rest partΓB the Neumann type
boundary condition(∇× T 0 − J0) × n = 0 must be prescribed to vanish the
surface integral term.

The second boundary integral can also be rewritten in the form
∮

Γ

(δT 0 · n)∇ · T 0 dΓ =

∫

ΓH∪ΓB

(δT 0 · n)∇ · T 0 dΓ. (2.131)

On the partΓB the Dirichlet type boundary conditionT 0 ·n = 0 must be specified,
consequentlyδT 0 · n = 0. On the partΓH the Neumann type boundary condition
∇·T 0 = 0 should be applied to vanish the boundary integral term. Thismeans that
an extra boundary condition must be specified onΓH and onΓB.

Finally, the integral equation (2.128) results in the following partial differential
equation and the boundary conditions:

∇×∇× T 0 −∇∇ · T 0 = ∇× J0, in Ω, (2.132)

T 0 × n = 0, on ΓH , (2.133)

∇ · T 0 = 0, on ΓH , (2.134)

T 0 · n = 0, on ΓB, (2.135)

(∇× T 0)× n = 0, on ΓB. (2.136)

This means that the integral equation (2.128) can be fulfilled for any variation
δT 0 if the partial differential equation (2.132) and the boundary conditions defined
in (2.133)–(2.136) are solved. The solution of this boundary value problem is a
divergence free impressed current vector potential and it can be solved by any
numerical field calculation procedure (in this book we are focusing on the Finite
Element Method).

This formulation results ingauged impressed current vector potential.

(iv) Minimizing a functional combined with an appropriate numerical technique.The
following functional can be built up too, to find out the source termT 0:

F{T 0} =

∫

Ω

|∇ × T 0 − J0|2 dΩ, (2.137)

which has to be minimized. This is equivalent to the following partial differential
equation defined in free space:

∇× T 0 = J0, in Ω, (2.138)

and the boundary conditions are

T 0 × n = 0, on ΓH , (2.139)

T 0 · n = 0, on ΓB. (2.140)
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A partial differential equation with boundary conditions can be formulated for the
mentioned functional (2.137), which can be obtained in a similar way presented in
the last item, only the terms according to∇ · T 0 = 0 are missing. The result can
be formulated as

∇×∇× T 0 = ∇× J0, in Ω, (2.141)

T 0 × n = 0, on ΓH , (2.142)

T 0 · n = 0, on ΓB. (2.143)

The solution of this boundary value problem is a possible choice of the impressed
current vector potential. It can be solved by a numerical field calculation procedure,
which is not sensitive to Coulomb gauge.

This formulation results in anungauged impressed current vector potential.

Finally T 0 can be regarded as known, because this quantity is calculated before the
numerical simulation.

Calculating the nonrotational part Hm. The second step ofΦ-formulation is the
determination of the nonrotational part of the magnetic field intensityHm in (2.106).
It can be derived from the negative gradient of amagnetic scalar potentialΦ,

Hm = −∇Φ, (2.144)

because of the identity∇× (∇ϕ) ≡ 0 for any scalar functionϕ = ϕ(r) (or ϕ = ϕ(r, t)).
By this formulation the magnetic field intensity can be written as

H = T 0 −∇Φ, (2.145)

which satisfies equation (2.76) exactly. The magnetic scalar potentialΦ is usually called
the reduced magnetic scalar potential, because the source term is fundamentally hidden
in T 0.

Applying the linearized form of the nonlinear constitutiverelation in (2.78) results in
the magnetic flux density

B = µo (T 0 −∇Φ) + R. (2.146)

The divergence of magnetic flux density is equal to zero according to (2.77). Finally the
linear partial differential equation of the problem has theform

∇ · (µo∇Φ) = ∇ · (µoT 0) +∇ ·R, in Ω, (2.147)

which is a generalizedLaplace–Poisson equation.
Partial differential equation (2.147) can be obtained in another way as well. Starting

from the solenoidal property of the source current density defined by the equation (2.79),
J0 can be written by the curl of the impressed current vector potential according to the
identity∇ · (∇× v) ≡ 0 for any vector functionv = v(r) (or v = v(r, t)),

J0 = ∇× T 0. (2.148)
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Substituting the relation (2.148) into Maxwell’s equation(2.76) results in

∇×H = ∇× T 0 ⇒ ∇× (H − T 0) = 0. (2.149)

The curl-less vector fieldH − T 0 can be determined by the negative gradient of the
magnetic scalar potentialΦ, i.e.

H − T 0 = −∇Φ ⇒ H = T 0 −∇Φ. (2.150)

Substituting the relation of magnetic field intensity in (2.150) into (2.77) and using
the linearized constitutive relation in (2.78) also leads to the partial differential equation
(2.147).

Boundary conditions. Let us now define the boundary and interface conditions of the
Φ-formulation.

The impressed current vector potentialT 0 must satisfy the symmetry conditions on
symmetry planes, if any. The tangential component of the impressed current vector
potential must vanish onΓH and its normal component must be equal to zero onΓB

as it was mentioned in (2.133) and in (2.135).
The tangential component of the magnetic field intensity canbe set to the given value

as follows onΓH :

H × n = (T 0 −∇Φ)× n = K, on ΓH . (2.151)

A vectorH = H(r) can be written by the two orthogonal components as (seeFig. 2.13)

H = (H · n) · n + n× (H × n). (2.152)

The second term is the tangential component, i.e.

n× (H × n) = n× [(T 0 −∇Φ)× n] = n×K, (2.153)

which can be reformulated as

n× (−∇Φ× n) = n× (K − T 0 × n) , (2.154)

from which−∇Φ can be selected as

n

n

H

H
(H · n) · n

n× (H × n)

n× (H × n)

H × n

H × n

Fig. 2.13. Definition of the normal and tangential componentof a vectorH
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−∇Φ = n× (K − T 0 × n) , (2.155)

because

n× (K − T 0 × n) = n× {[n× (K − T 0 × n)]× n} . (2.156)

Using the definition of the gradient of a vector field, the equation (2.155) results in the
following Dirichlet boundary condition:

Φ = Φ0, and Φ0 =

∫

l

n× (K − T 0 × n) · dl, on ΓH . (2.157)

If one applies a known source magnetic field intensity vectorH0 on the boundaryΓH ,
which can be written as a surface current term asH0 × n = K, or n×K = H0, then

Φ = Φ0, and Φ0 =

∫

l

(H0 − n× [T 0 × n]) · dl, on ΓH (2.158)

is valid. Here pathl is lying onΓH and it can be arbitrary.
It is noted that symmetry planes are usually equi-potentialsurfaces.
On the rest partΓB, setting the normal component of the magnetic flux density results

in a Neumann type boundary condition,

B · n = −b ⇒ (µoT 0 − µo∇Φ + R) · n = −b, on ΓB, (2.159)

sinceB = µo (T 0 −∇Φ) + R.
If no Dirichlet boundary conditions are prescribed, thenΦ = 0 must be specified at

some points. In this case the reduced magnetic scalar potential is unique.

The Φ-formulation. The partial differential equation and the boundary conditions of
a static magnetic field problem solved by the reduced magnetic scalar potential can be
written as

∇ · (µo∇Φ) = ∇ · (µoT 0) +∇ ·R, in Ω, (2.160)

Φ = Φ0, on ΓH , (2.161)

(µoT 0 − µo∇Φ + R) · n = −b, on ΓB, (2.162)

whereΦ0 can be determined by the integral (2.157) or (2.158).

B. The total magnetic scalar potential, theΨ-formulation

TheΦ-formulation is satisfactory if the permeability of the medium is not very high. In
this case the simulated magnetic fieldH = T 0−∇Φ does not much differ from the source
magnetic fieldT 0. By increasing the permeability of the medium with linear constitutive
relation by increasing the slope of the nonlinear characteristics (e.g. when soft magnetic
materials are modeled), the resultant magnetic fieldH is decreasing inside the magnetic
material, i.e.T 0 ≈ ∇Φ, which is a strong disadvantage in numerically point of view.
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This is the so-calledcancellation error, when two almost equal quantities are subtracted
from each other.

Fortunately, the source current densityJ0 is usually zero in ferromagnetic parts with
high value of permeability. In this case, the magnetic field intensity can be derived from
the so-calledtotal magnetic scalar potentialΨ as

H = −∇Ψ, (2.163)

since∇×H = 0 (J0 = 0) inside highly permeable regions.
This can be the situation of magnetic poles. However, in mostpractical cases, the

magnetic field intensity is generated by currents flowing in coils. The source coils are
usually placed somewhere around the ferromagnetic parts, but source currents are not
flowing inside ferromagnetic materials. In this situation,it is possible to use the reduced
magnetic scalar potentialΦ in the air region and the total magnetic scalar potentialΨ
inside the highly permeable region and the two formulationsmust be coupled through the
interface between the two regions.

C. The combination of the magnetic scalar potentials, theΦ−Ψ-formulation

This formulation is outdated, the method presented in the next item is more modern.
In this situation the problem region is subdivided into two regionsΩΦ andΩΨ as it

is illustrated inFig. 2.14 andΩ = ΩΦ ∪ ΩΨ. The domainΩΦ contains all coils and the
permeability is usually equal toµ0, this is the air region. Here, the magnetic field intensity
is expressed as

H = T 0 −∇Φ, in ΩΦ. (2.164)

Because of the same value of permeability inΩΦ, nocancellation errorsoccur there.
The rest region contains all the ferromagnetic bodies, but the source current density

is equal to zero, that is why the magnetic field intensity can be derived by using the total
magnetic scalar potential,

H = −∇Ψ, in ΩΨ. (2.165)

The partial differential equations are as follows in the twosubregions:

∇ · (µ0∇Φ) = ∇ · (µ0T 0) , in ΩΦ, (2.166)

∇ · (µo∇Ψ) = ∇ ·R, in ΩΨ. (2.167)

The boundary partsΓH andΓB are subdivided intoΓHΦ
, ΓHΨ

, ΓBΦ
andΓBΨ

. On the
ΓHΦ
∪ΓHΨ

boundaries, Dirichlet type boundary conditions are specified according to the
tangential component of the magnetic field intensity,H × n = K, i.e.

Φ = Φ0, and Φ0 =

∫

l

n× (K − T 0 × n) · dl, on ΓHΦ
, (2.168)

Ψ = Ψ0, and Ψ0 =

∫

l

(n×K) · dl, on ΓHΨ
, (2.169)

or



2.3. POTENTIAL FORMULATIONS IN STATIC MAGNETIC AND
EDDY CURRENT FIELD PROBLEMS 31

n

n

nΨ

nΦ

ΓΦ,Ψ

ΩΨ ΩΦ

ΓBΨ

ΓHΨ

ΓBΦ

ΓHΦ

P0

J0 6= 0

J0 = 0

µ = µ0µ = µ0µr or B{·}

H = T 0 −∇ΦH = −∇Ψ

Fig. 2.14. The scheme of a static magnetic field problem with reduced
and total magnetic scalar potentials

Φ = Φ0, and Φ0 =

∫

l

(H0 − n× [T 0 × n]) · dl, on ΓHΦ
, (2.170)

Ψ = Ψ0, and Ψ0 =

∫

l

H0 · dl, on ΓHΨ
. (2.171)

On the rest partΓBΦ
∪ ΓBΨ

, Neumann type boundary conditions can be specified
according to the conditionB · n = −b,

(µ0T 0 − µ0∇Φ) · n = −b, on ΓBΦ
, (2.172)

(−µo∇Ψ + R) · n = −b, on ΓBΨ
. (2.173)

Interface boundary conditions must be specified along the interface between the two
subregionsΩΦ andΩΨ. This is denoted byΓΦ,Ψ, where the tangential component of the
magnetic field intensity vector and the normal component of the magnetic flux density
vector have to be continuous.

The condition for the tangential component of the magnetic field intensity can be
written as

(T 0 −∇Φ)× nΦ + (−∇Ψ)× nΨ = 0, on ΓΦ,Ψ, (2.174)

which can be defined as a Dirichlet boundary condition similarly to the boundary condition
(2.157)

Ψ = Φ +

∫

l

nΦ × (T 0 × nΦ) · dl, on ΓΦ,Ψ. (2.175)
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HerenΦ andnΨ are the outer normal unit vectors of the appropriate subregion, and it is
noted thatnΨ = −nΦ. Moreover at a pointP0, Φ = Ψ must be specified to make the
solution unique.

The condition for the normal component of the magnetic flux density can be written
as

(µ0T 0 − µ0∇Φ) · nΦ + (−µo∇Ψ + R) · nΨ = 0, on ΓΦ,Ψ, (2.176)

which is a Neumann type boundary condition.
The collection of partial differential equations, boundary and interface conditions of

theΦ−Ψ-formulationis as follows:

∇ · (µ0∇Φ) = ∇ · (µ0T 0) , in ΩΦ, (2.177)

∇ · (µo∇Ψ) = ∇ ·R, in ΩΨ, (2.178)

Φ = Φ0, on ΓHΦ
, (2.179)

Ψ = Ψ0, on ΓHΨ
, (2.180)

(µ0T 0 − µ∇Φ) · n = −b, on ΓBΦ
, (2.181)

(−µo∇Ψ + R) · n = −b, on ΓBΨ
. (2.182)

Ψ = Φ +

∫

l

nΦ × (T 0 × nΦ) · dl, on ΓΦ,Ψ, (2.183)

(µ0T 0 − µ0∇Φ) · nΦ + (−µo∇Ψ + R) · nΨ = 0, on ΓΦ,Ψ, (2.184)

whereΦ0 and Ψ0 can be determined by the integrals (2.168), (2.170), or by (2.169),
(2.171).

D. Applying the reduced magnetic scalar potential with appropriate
representation ofT 0

The cancellation error inside ferromagnetic materials with high permeability canbe
eliminated by the appropriate representation of the impressed current vector potential in
numerical field analysis procedures.

The rotational part of the magnetic field intensity is originally a smooth function
with an infinite number of continuous derivatives, whereas∇Φ is usually interpolated
by simple functions depending on the used method, e.g. by polynomials having finite
number of continuous derivatives.

A so-calledcompatible approximationshould be used to interpolate the impressed
field and the unknown nonrotational part. In a finite element procedure this means that
the vector fieldT 0 should be represented by edge elements and the scalar fieldΦ should
be interpolated by nodal elements and the order of them must be the same. In this case,
theΦ-formulation has been defined by (2.160)–(2.162) is satisfactory. It is advantageous,
because the interface condition (2.183) can be difficult to implement, moreoveredge
elementrepresentation results in atangentially continuous vector field.
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E. The magnetic vector potential, theA-formulation

Themagnetic vector potentialis defined by

B = ∇×A, (2.185)

which satisfies (2.77) exactly, because of the identity∇·∇×v ≡ 0 for any vector function
v = v(r).

Substituting the definition (2.185) into the first Maxwell’sequation (2.76) and using
the linearized constitutive relation from (2.80), it leadsto the partial differential equation

∇× (νo∇×A) = J0 −∇× I, in Ω, (2.186)

when using the source current densityJ0, or

∇× (νo∇×A) = ∇× T 0 −∇× I, in Ω, (2.187)

when using theimpressed current vector potentialT 0 to represent coils as it is introduced
in (2.148).

To ensure the uniqueness of the magnetic vector potential, the divergence of it can be
selected according toCoulomb gauge,

∇ ·A = 0. (2.188)

This gauging is useful, because the vector potentialA′ = A +∇ϕ also satisfies (2.77) as
well as (2.186) or (2.187), because of the identity∇× (∇ϕ) ≡ 0, whereϕ = ϕ(r) is a
scalar function. This is the reason why the magnetic vector potential is not unique.

Let us first study a two-dimensional problem, then a three-dimensional one. Gauging
is satisfied automatically in 2D, but unfortunately it is nottrue in 3D. The origin of
numerical problems is the lack of uniqueness of the magneticvector potential.

2D problems. In 2D problems Coulomb gauge∇ ·A = 0 is satisfied automatically, if
the source current density has onlyz component, the magnetic field intensity vector and
the magnetic flux density vector havex andy components, i.e.

J0 =J0,z(x, y) ez ,

H =Hx(x, y) ex + Hy(x, y) ey, B = Bx(x, y) ex + By(x, y) ey.
(2.189)

In 2D, J0 is used to represent source current density. The magnetic vector potential has
only z component,

A = Az(x, y) ez, (2.190)

because (Ax = 0, Ay = 0 andAz = Az(x, y))

B = ∇×A =

∣∣∣∣∣∣

ex ey ez
∂
∂x

∂
∂y 0

0 0 Az

∣∣∣∣∣∣
= ex

∂Az

∂y
− ey

∂Az

∂x
, (2.191)
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i.e. Bx(x, y) = ∂Az/∂y and By(x, y) = −∂Az/∂x. The divergence of this one
component vector potential is equal to zero,

∇ ·A =
∂Az(x, y)

∂z
= 0. (2.192)

Now, let us define the boundary conditions of theA-formulation.
On the partΓH of the boundary, the tangential component of the magnetic field

intensity vector can be set to the prescribed value by the relation

H × n = K ⇒ (νo∇×A + I)× n = K, on ΓH , (2.193)

which is a Neumann type boundary condition.
The normal component of the magnetic flux density can be set as

B · n = −b ⇒ (∇×A) · n = −b, on ΓB. (2.194)

The left-hand side of the last formulation can be rewritten as

(∇×A) · n = ∇ · (A× n) = −b, (2.195)

finally

∇ · (n×A) = b, (2.196)

i.e.

n×A = α, on ΓB, (2.197)

where∇ · α = b. This is a Dirichlet type boundary condition. The selectionof α is not
evident [11], but in many practical casesb = 0, so

n×A = 0, on ΓB (2.198)

can be selected.
Finally, the nonlinear partial differential equation and the boundary conditions of a

two-dimensional static magnetic field problem, which solution satisfiesCoulomb gauge
can be formulated as

∇× (νo∇×A) = J0 −∇× I, in Ω, (2.199)

(νo∇×A + I)× n = K, on ΓH , (2.200)

n×A = α, on ΓB. (2.201)

3D problems. In three-dimensional problems, the uniqueness of the vector potential is
not so evident and it can be prescribed by

(i) implicit enforcement of Coulomb gauge (e.g. when usingnodal elementsin the
finite element approximation),

(ii ) applying a numerical technique, which is not sensitive to Coulomb gauge (e.g.
when usingvector elementsin the finite element approximation and taking care
about the representation of source current density).

The first method results in the gauged, the second one in the ungauged version of the
A-formulation.
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(i) Implicit enforcement of Coulomb gauge.When applying the partial differential
equation (2.199) and boundary conditions (2.200) and (2.201) to solve a three-dimensional
static magnetic field problem, the uniqueness of the vector potential is not prescribed,
which results in numerical difficulties.

The Coulomb gauge can be prescribed implicitly by the following formulations. The
result of this formulation is a modification of the partial differential equation (2.199),
moreover additional boundary conditions are appended to the original boundary value
problem.

The first step is to define thefunctionalof the partial differential equation (2.199).
Linear case is presented for simplicity, whenνo = ν andI = 0,

F{A} =
1

2

∫

Ω

ν|∇ ×A|2dΩ−
∫

Ω

J0 ·A dΩ−
∫

ΓH

K ·A dΓ. (2.202)

According to theprinciple of minimum energy, this functionalhas minimum value only
if the magnetic vector potential satisfies the partial differential equation (2.199) and the
boundary conditions (2.200) and (2.201). This minimum is a stable configuration of the
magnetic vector potential.

Let us now modify this functional by introducingCoulomb gaugeas

F{A} =
1

2

∫

Ω

ν|∇ ×A|2dΩ−
∫

Ω

J0 ·A dΩ−
∫

ΓH

K ·A dΓ

+
1

2

∫

Ω

ν(∇ ·A)2dΩ.

(2.203)

This functional has minimum value only if the magnetic vector potential satisfies the
partial differential equation (2.199), the boundary conditions (2.200) and (2.201), and
Coulomb gauge, however, extra boundary conditions must be appended to the boundary
value problem defined by the equations (2.199), (2.200) and (2.201).

This procedure must be done, because we have two partial differential equations to be
solved, (2.199) and∇ · A = 0 with only one unknownA. The two partial differential
equations can be formulated in one partial differential equation by the help of (2.203).
The partial differential equation and boundary conditions, which minimize the functional
(2.203) can be derived as follows.

Let us introduce a smallvariationof the magnetic vector potential ofA asA+αδA,
which results in a variation of the field energy around the stable configuration ofA,

F{A + αδA} =
1

2

∫

Ω

ν|∇ × (A + αδA)|2dΩ

−
∫

Ω

J0 · (A + αδA) dΩ−
∫

ΓH

K · (A + αδA) dΓ

+
1

2

∫

Ω

ν[∇ · (A + αδA)]2dΩ.

(2.204)

It is important to note that the small variation should not modify the prescribed Dirichlet
boundary conditions, i.e. the vector field representing thesmall variationδA must satisfy
homogeneous Dirichlet boundary condition.
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The variation of the functional can be reformulated as

F{A + αδA} =
1

2

∫

Ω

ν|∇ ×A|2dΩ + α

∫

Ω

ν(∇×A) · (∇× δA) dΩ

+
α2

2

∫

Ω

ν|∇ × δA|2dΩ

−
∫

Ω

J0 ·A dΩ− α

∫

Ω

J0 · δA dΩ

−
∫

ΓH

K ·A dΓ− α

∫

ΓH

K · δA dΓ

+
1

2

∫

Ω

ν(∇ ·A)2dΩ + α

∫

Ω

ν(∇ ·A)(∇ · δA) dΩ

+
α2

2

∫

Ω

ν(∇ · δA)2dΩ.

(2.205)

This variation can be represented inTaylor seriesapproximation as

F{A + αδA} = F{A}+ αδF{A, δA}+ α2δ2
F{δA}. (2.206)

In concern with the stationary concept, thefirst variationδF{A, δA} has to be disappear
and thesecond variationδ2F{δA} has to be positive. In this caseF{A} leads indeed
to its minimum value. The definition of the first variation is as follows (it must be equal
to zero):

δF{A, δA} =
∂F{A + αδA}

∂α

∣∣∣∣
α=0

= 0, (2.207)

which is

δF{A, δA} =

∫

Ω

ν(∇×A) · (∇× δA) dΩ−
∫

Ω

J0 · δA dΩ

−
∫

ΓH

K · δA dΓ +

∫

Ω

ν(∇ ·A)(∇ · δA) dΩ = 0.

(2.208)

It is easy to see that the second variation

δ2
F{δA} =

1

2

∫

Ω

ν|∇ × δA|2dΩ +
1

2

∫

Ω

ν(∇ · δA)2dΩ (2.209)

is usually positive, so (2.208) really states the minimum value of the functional (2.203).
Let us now obtain the according partial differential equation and boundary conditions

for (2.208). After using the identities

∇ · (u× v) = v · ∇ × u− u · ∇ × v, (2.210)

and

∇ · (ϕv) = v · ∇ϕ + ϕ∇ · v, (2.211)
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with u = δA, v = ν∇ × A, ϕ = ν∇ ·A andv = δA, the following relation can be
obtained:

δF{A, δA} =

∫

Ω

δA · [∇× (ν∇×A)] dΩ

+

∮

Γ

[δA× (ν∇×A)] · ndΓ−
∫

Ω

J0 · δA dΩ

−
∫

ΓH

K · δA dΓ−
∫

Ω

δA · [∇(ν∇ ·A)] dΩ

+

∮

Γ

ν∇ ·A(δA · n) dΓ = 0.

(2.212)

This equation can be rewritten in the form

δF{A, δA} =

∫

Ω

δA · [∇× (ν∇×A)− J0 −∇(ν∇ ·A)] dΩ

+

∫

ΓH∪ΓB

[(ν∇×A)× n] · δA dΓ−
∫

ΓH

K · δA dΓ

+

∫

ΓH∪ΓB

ν∇ ·A(δA · n) dΓ = 0.

(2.213)

The sum of the first and the second surface integrals on the part ΓH is equal to zero,
because of the boundary condition(ν∇ × A) × n = K. The first boundary integral
is equal to zero on the rest partΓB, becauseδA must satisfy homogeneous Dirichlet
boundary condition, i.e.n × δA = 0 on ΓB and it can be acknowledged according to
the identity[(ν∇×A)×n] · δA = [n× δA] · (ν∇×A). The last boundary integral in
(2.213) can be eliminated too by some extra boundary conditions,ν∇·A = 0 orA·n = 0
should be specified somewhere, but it must be formulated after some words about the first
integral.

Now, it can be seen that the partial differential equation tobe solved is

∇× (ν∇×A)−∇(ν∇ ·A) = J0, in Ω, (2.214)

because in this case the first integral in (2.213) is equal to zero for any value of the
variationδA.

Let us take the divergence of equation (2.214),

∇ · [∇× (ν∇×A)]−∇ · [∇(ν∇ ·A)] = ∇ · J0. (2.215)

The first term on the left-hand side and the right-hand side are obviously equal to zero,
i.e. theLaplace equation

−∇ · ∇(ν∇ ·A) = 0, in Ω (2.216)

for the scalar variableν∇·A is left. Here the magnetic vector potentialA is the only one
independent variable, so only one partial differential equation should be used. Fortunately,
the solution of a Laplace equation−∇ · ∇ϕ = 0 (ϕ = ϕ(r)) can be identically equal to
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zero if the potentialϕ is prescribed on the whole boundary as a homogeneous Dirichlet
type boundary condition, or a homogeneous Dirichlet type boundary condition on one part
and a homogeneous Neumann type boundary condition on the rest part of the boundary.
The solution of Laplace equation

−∇ · ∇ϕ = 0, in Ω (2.217)

is identically zero inΩ if

(α) ϕ = 0 on∂Ω, or

(β) ϕ = 0 on Γ1 and∂ϕ/∂n = 0 on Γ2 and∂Ω = Γ1 ∪ Γ2, moreovern is the outer
normal unit vector of the regionΩ.

Let us follow the second way.
First, let us take the normal component of the partial differential equation (2.214) only

on the boundaryΓH ,

n · [∇× (ν∇×A)]− n · ∇(ν∇ ·A) = n · J0, on ΓH . (2.218)

The first term on the left-hand side is equal to zero accordingto

n · [∇× (ν∇×A)] = ∇ · [(ν∇×A)× n] = ∇ ·K = 0, (2.219)

because of the current conversation law. The right-hand side is obviously zero, because
the normal component of the source current density is equal to zero on the boundaryΓH .
Finally, a homogeneous Neumann boundary condition

−n · ∇(ν∇ ·A) = − ∂

∂n
(ν∇ ·A) = 0, on ΓH (2.220)

is specified automatically for the scalar quantityν∇ ·A. On the rest part of the boundary
ΓB, homogeneous Dirichlet boundary condition must be specified,

ν∇ ·A = 0, on ΓB. (2.221)

In this wayν∇ ·A ≡ 0 in the whole problem regionΩ and on the boundaryΓH ∪ ΓB,
i.e. the last surface integral in (2.213) can be eliminated.

As a last check on the uniqueness of the vector potential, letus append a∇ϕ term to
the magnetic vector potentialA asA +∇ϕ and take the divergence of this term,

∇ · (A +∇ϕ) = ∇ ·A +∇ · ∇ϕ = 0. (2.222)

The first term of this equation is equal to zero according to Coulomb gauge, that is why
only∇ · ∇ϕ = 0 has to be analyzed. On the boundary partΓB, the boundary condition
n × (A + ∇ϕ) = α results inn × ∇ϕ = 0 for ϕ, i.e. ϕ is constant onΓB. On the
rest partΓH , the normal component of∇ϕ can be specified as∇ϕ · n = 0. This can be
obtained by the conditionA · n = 0 onΓH . Finally, it is known that if∇ · ∇ϕ = 0 in Ω
and∇ϕ · n = ∂ϕ/∂n = 0 onΓH , then the constant value ofϕ onΓB can only be zero.



2.3. POTENTIAL FORMULATIONS IN STATIC MAGNETIC AND
EDDY CURRENT FIELD PROBLEMS 39

This means thatϕ = 0 in the problem regionΩ and on the boundaryΓH ∪ ΓB, i.e. the
magnetic vector potential is unique.

Finally, the partial differential equation and the boundary conditions of the static
magnetic field problem, which solution is unique according to Coulomb gaugecan be
written as follows:

∇× (νo∇×A)−∇(νo∇ ·A) = J0 −∇× I, in Ω, (2.223)

(νo∇×A + I)× n = K, on ΓH , (2.224)

A · n = 0, on ΓH , (2.225)

n×A = α, on ΓB, (2.226)

νo∇ ·A = 0, on ΓB. (2.227)

This formulation is the so-called gaugedA-formulation.
(ii ) Applying a numerical technique, which is not sensitive to Coulomb gauge.This

formulation is newer than the first one. The only one rule is that the impressed current
vector potential and the unknown magnetic vector potentialmust be approximated by the
so-calledvector elementsin the finite element procedures.

The partial differential equation and the boundary conditions of the static magnetic
field problem, which solution is not sensitive to Coulomb gauge can be written as

∇× (νo∇×A) = ∇× T 0 −∇× I, in Ω, (2.228)

(νo∇×A + I)× n = K, on ΓH , (2.229)

n×A = α, on ΓB. (2.230)

First, T 0 must be calculated by one of the methods presented on page 21.This is called
ungaugedA-formulation.

F. Combination of the magnetic vector potential and the magnetic scalar potential,
the A− Φ-formulation

Applying themagnetic vector potentialA in the whole domain of a static magnetic field
problem is the general solution, however, applying the total or the reduced magnetic
scalar potentialΨ or Φ (or their combination) is a more economic way.

The combination of these methods results in theA−Φ-formulation as it is illustrated
in Fig. 2.15. It is possible to use the magnetic vector potential only in the region filled with
iron, ΩA and the reduced magnetic scalar potential in the air regionΩΦ whereµ is equal
to µ0. The two potential formulations are coupled through interface conditions along the
interfaceΓA,Φ. The main advantage of this formulation is that the number ofunknowns
in the air domain can be decreased significantly, however, extra interface conditions have
to be formulated.

In the subregionΩA, the partial differential equation of the magnetic vector potential
is the same as in (2.223), butJ0 = 0 is true in iron. The boundary conditions onΓHA

and onΓBA
are the same as in (2.224), (2.225) and in (2.226), (2.227), respectively. The

partial differential equation (2.160) and the boundary conditions (2.161), (2.162) are valid
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n

n

nA

nΦ

ΓA,Φ

ΩA ΩΦ

ΓBA

ΓHA

ΓBΦ

ΓHΦ

J0 6= 0

J0 = 0

µ = µ0µ = µ0µr or B{·}

H = T 0 −∇ΦB = ∇× A

Fig. 2.15. The scheme of a static magnetic field problem with magnetic vector potential
and reduced magnetic scalar potential

in the subregionΩΦ partially bounded byΓHΦ
andΓBΦ

, but R = 0 andµ = µ0. The
tangential component of the magnetic field intensity and thenormal component of the
magnetic flux density must be continuous on the interface between the two subregions,
ΓA,Φ.

Finally, the partial differential equations, the boundaryand interface conditions of the
static magnetic field problem, which solution is unique according toCoulomb gaugecan
be written as

∇× (νo∇×A)−∇(ν0∇ ·A) = −∇× I, in ΩA, (2.231)

∇ · (µ0∇Φ) = ∇ · (µ0T 0) , in ΩΦ, (2.232)

(νo∇×A + I)× n = K, on ΓHA
, (2.233)

A · n = 0, on ΓHA
, (2.234)

n×A = α, on ΓBA
, (2.235)

νo∇ ·A = 0, on ΓBA
, (2.236)

Φ = Φ0, on ΓHΦ
, (2.237)

(µ0T 0 − µ0∇Φ) · n = −b, on ΓBΦ
, (2.238)

(νo∇×A + I)× nA + (T 0 −∇Φ)× nΦ = 0, on ΓA,Φ, (2.239)

(∇×A) · nA + µ0(T 0 −∇Φ) · nΦ = 0, on ΓA,Φ, (2.240)

A · nA = 0, on ΓA,Φ. (2.241)
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On theΓA,Φ part of the boundary of the subdomainΩA (∂ΩA = ΓHA
∪ΓBA

∪ΓA,Φ),
the normal component of the magnetic vector potential must be set to zero (see equation
(2.241)). Coulomb gauge∇ ·A = 0 is satisfied in the domainΩA partially bounded by
ΓHA

∪ ΓBA
, but it is not true on the new boundary partΓA,Φ. Here either the normal or

the tangential component of the magnetic vector potential must be specified. According to
the condition (2.239), the tangential component of the magnetic field intensity is specified
by the unknown scalar potential, i.e.(νo∇×A+ I)×nA = −(T 0−∇Φ)×nΦ, which
is similar to the condition (2.233). The boundary partΓA,Φ is similar to the partΓHA

,
where the normal component of the magnetic vector potentialhas been specified.

Unfortunately, the behavior of the magnetic field in the vicinity of the iron/air interface
may be very strange if the finite element method is used, because of the weak coupling
between the two regions represented by the equations (2.239) and (2.240). The reason
of it is that the normal component of the magnetic flux densityin iron and the tangential
component of the magnetic field intensity in air may be very low as it is illustrated in
Fig. 2.16 (here, an iron cube is placed into a homogeneous magnetic field H0). It is
easy to see thatB · n ≈ 0 on the left side of the iron cube, whereH × n ≈ 0 as
well and this strange behavior can not be eliminated by decreasing the size of mesh in the
vicinity of iron/air interface. A possible solution of thisnumerical difficulty is moving the
A/Φ interface from the iron/air interface into the air region, which results in the so-called
A−A− Φ-formulation (Fig. 2.16).

air

iron

ΓBΓB

ΓHΓH

H0

A

A

Φ

ΓA,Φ

Fig. 2.16. Illustration for theA−A− Φ-formulation

At the end of this section, the partial differential equations, the boundary and interface
conditions of the static magnetic field problem in the case ofungauged version are also
presented,

∇× (νo∇×A) = −∇× I, in ΩA, (2.242)

∇ · (µ0∇Φ) = ∇ · (µ0T 0) , in ΩΦ, (2.243)

(νo∇×A + I)× n = K, on ΓHA
, (2.244)
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n×A = α, on ΓBA
, (2.245)

Φ = Φ0, on ΓHΦ
, (2.246)

(µ0T 0 − µ0∇Φ) · n = −b, on ΓBΦ
, (2.247)

(νo∇×A + I)× nA + (T 0 −∇Φ)× nΦ = 0, on ΓA,Φ, (2.248)

(∇×A) · nA + µ0(T 0 −∇Φ) · nΦ = 0, on ΓA,Φ. (2.249)

2.3.2 Eddy current fields

Eddy currentfield is defined by the equations (2.89), (2.90), (2.91), (2.92) or (2.94) and
(2.93) and the boundary conditions introduced in section 2.2.2.

Two potential functions can be used in the eddy current region, either acurrent vector
potentialT or a magnetic vector potentialA. The current vector potentialT can be
coupled with amagnetic scalar potential, here the reduced magnetic scalar potentialΦ is
used. The magnetic vector potentialA can be coupled with anelectric scalar potential,
denoted byV .

A. The current vector potential and magnetic scalar potential, theT , Φ-formulation

Thesolenoidal propertyof the induced eddy current density (2.95) results in the possibility
of applying the current vector potentialT to represent the eddy current field in conducting
materials,

∇ · J = 0 ⇒ J = ∇× T , (2.250)

because of the identity∇ · ∇ × v ≡ 0 for any vector functionv = v(r), or v = v(r, t).
Substituting this relation to the first Maxwell’s equation (2.89), i.e.

∇×H = ∇× T ⇒ ∇× (H − T ) = 0 (2.251)

results in the reduced magnetic scalar potentialΦ as

H − T = −∇Φ ⇒ H = T −∇Φ, (2.252)

because∇ × ∇ϕ ≡ 0 for any scalar functionϕ = ϕ(r) or ϕ = ϕ(r, t). The first
Maxwell’s equation (2.89) has been satisfied exactly by thisformulation.

Applying the impressed current vector potentialT 0 to represent the known source
current densityJ0 placed in the eddy current free region takes easier the coupling of the
present formulation with the reduced magnetic scalar potential in the eddy current free
region, i.e. appendingT 0 to (2.252) is advantageous,

H = T 0 + T −∇Φ. (2.253)

This can be done, since∇ × T 0 = 0 in the eddy current regionΩc. It is noted that the
reduced magnetic scalar potential is used in this formulation and we have to take care
about the representation ofT 0 (see point D on page 32).
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The expressionJ = σE = ∇×T can be written according to the constitutive relation
(2.93), from which the electric field intensityE can be expressed by the current vector
potential as

E =
1

σ
∇× T . (2.254)

Substituting this expression and the linearized form of theconstitutive relation in (2.92)
into Faraday’s law(2.90) results in the partial differential equation

∇×
(

1

σ
∇× T

)
+ µo

∂T

∂t
− µo∇

∂Φ

∂t
= −µo

∂T 0

∂t
− ∂R

∂t
, in Ωc. (2.255)

The magneticGauss’ law(2.91) can be rewritten in the form

∇ · (µoT − µo∇Φ) = −∇ · (µoT 0)−∇ ·R, in Ωc. (2.256)

The solution of these partial differential equations with the below described boundary
conditions results in two unknowns (T andΦ) of theT , Φ-formulation.

Let us now define the boundary conditions.
On theΓHc

part of the boundary, the tangential component of the magnetic field
intensity vector must vanish,

H × n = 0 ⇒ (T 0 + T −∇Φ)× n = 0, on ΓHc
. (2.257)

The boundary partΓHc
always represents a symmetry plane, whereT 0 × n ≡ 0, i.e. the

Dirichlet boundary conditions

T × n = 0, and Φ = Φ0, on ΓHc
(2.258)

have to be specified andΦ0 is constant. OnΓHc
, the equationJ · n = 0 satisfies

automatically, because of

J · n = (∇× T ) · n = ∇ · (T × n), (2.259)

andT × n = 0 is prescribed here.
On the rest of boundaryΓE , the tangential component of the electric field intensity

must be equal to zero,

E × n = 0 ⇒
(

1

σ
∇× T

)
× n = 0, on ΓE , (2.260)

and the normal component of the magnetic flux density must vanish,

B · n = 0 ⇒ (µoT 0 + µoT − µo∇Φ + R) · n = 0, on ΓE . (2.261)

These are Neumann type boundary conditions.
Finally, here is the collection of partial differential equations and boundary conditions

of theT , Φ-formulation, which is however, not gauged,

∇×
(

1

σ
∇× T

)
+ µo

∂T

∂t
− µo∇

∂Φ

∂t
= −µo

∂T 0

∂t
− ∂R

∂t
, in Ωc, (2.262)
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∇ · (µoT − µo∇Φ) = −∇ · (µoT 0)−∇ ·R, in Ωc, (2.263)

T × n = 0, on ΓHc
, (2.264)

Φ = Φ0, on ΓHc
, (2.265)

(
1

σ
∇× T

)
× n = 0, on ΓE, (2.266)

(µoT 0 + µoT − µo∇Φ + R) · n = 0, on ΓE . (2.267)

The solution of the problem defined by the above equations andboundary conditions
is not unique, because the divergence of the current vector potential has not specified
yet. TheCoulomb gaugeshould be used in this formulation, similarly to the gauge fixing
method applied in theA-formulation (see on page 34), i.e.

∇ · T = 0, in Ωc (2.268)

must be specified.
Let us first append a−∇ (1/σ∇ · T ) term to the left-hand side of the equation (2.262),

∇×
(

1

σ
∇× T

)
−∇

(
1

σ
∇ · T

)
+µo

∂T

∂t
− µo∇

∂Φ

∂t

= − µo
∂T 0

∂t
− ∂R

∂t
, in Ωc

(2.269)

Taking the divergence of this equation and taking equation (2.263) into account results in
a Laplace equationfor the scalar variable1/σ∇ · T ,

−∇ · ∇
(

1

σ
∇ · T

)
= 0. (2.270)

The solution of a Laplace equation−∇ · ∇ϕ = 0 can be equal to zero if the potentialϕ
is prescribed on the whole boundary by a homogeneous Dirichlet boundary condition, or
a homogeneous Dirichlet boundary condition on one part and ahomogeneous Neumann
boundary condition on the rest of the boundary.

After taking the normal component of the equation (2.269) onthe boundary segment
ΓE , a homogeneous Neumann boundary condition can be prescribed automatically

− ∂

∂n

(
1

σ
∇ · T

)
= 0, on ΓE , (2.271)

because the normal component of the first term in (2.269),
[
∇×

(
1

σ
∇× T

)]
· n = ∇ ·

[(
1

σ
∇× T

)
× n

]
(2.272)

is equal to zero according to the boundary condition (2.266)and the normal component
of the sum of the last four terms in (2.269) is equal to zero, too, because of the condition
(2.267).
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Consequently, on the rest of the boundaryΓHc
, the following Neumann boundary

condition:

1

σ
∇ · T = 0, on ΓHc

(2.273)

must be specified.
In this way1/σ∇ · T ≡ 0 in the whole problem regionΩc and on the boundary

ΓHc
∪ ΓE .

Finally, the partial differential equations and the boundary conditions of an eddy
current field problem, which solution is unique according toCoulomb gaugecan be
written as

∇×
(

1

σ
∇× T

)
−∇

(
1

σ
∇ · T

)
+µo

∂T

∂t
− µo∇

∂Φ

∂t

= − µo
∂T 0

∂t
− ∂R

∂t
, in Ωc,

(2.274)

∇ · (µoT − µo∇Φ) = −∇ · (µoT 0)−∇ ·R, in Ωc, (2.275)

T × n = 0, on ΓHc
, (2.276)

Φ = Φ0, on ΓHc
, (2.277)

1

σ
∇ · T = 0, on ΓHc

, (2.278)

(
1

σ
∇× T

)
× n = 0, on ΓE, (2.279)

(µoT 0 + µoT − µo∇Φ + R) · n = 0, on ΓE , (2.280)

T · n = 0, on ΓE . (2.281)

The last boundary condition (2.281) is introduced analogously to the boundary condition
(2.225) in theA-formulation. As a last check of the uniqueness of the current vector
potential, let us append a∇ϕ term to the vector potentialT asT + ∇ϕ and take the
divergence of this term,

∇ · (T +∇ϕ) = ∇ · T +∇ · ∇ϕ = 0. (2.282)

The first term of this equation is equal to zero according to Coulomb gauge, i.e. only
∇ · ∇ϕ = 0 has to be analyzed. On the boundary partΓHc

, the boundary condition
(T + ∇ϕ) × n = 0 results in(∇ϕ) × n = 0, i.e. ϕ is constant onΓHc

. On the rest
part ΓE , the normal component of∇ϕ can be specified as∇ϕ · n = 0. This can be
obtained by introducingT · n = 0 onΓE . Finally, it is known that∇ · ∇ϕ = 0 in Ω and
∇ϕ · n = ∂ϕ/∂n = 0 on ΓE , the constant value ofϕ on ΓHc

can only be zero. This
means thatϕ = 0 in the problem regionΩ and on the boundaryΓHc

∪ΓE , i.e. the current
vector potential is unique.
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B. The magnetic vector potential and electric scalar potential, the A, V -formulation

The divergence-free magnetic flux density vector can be described by the curl of the
magnetic vector potentialA, since∇ · ∇ × u ≡ 0, for any vector functionu = u(r), or
u = u(r, t), i.e.

B = ∇×A. (2.283)

This automatically enforces the satisfaction of magneticGauss’ law(2.91). Substituting
expression (2.283) intoFaraday’s law(2.90) results in

∇×E = − ∂

∂t
∇×A = −∇× ∂A

∂t
⇒ ∇×

(
E +

∂A

∂t

)
= 0, (2.284)

because rotation (i.e. derivation by space) and derivationby time can be replaced. The
curl-less vector fieldE+∂A/∂t can be derived from the so-called electric scalar potential
V (∇×∇ϕ ≡ 0, for any scalar functionsϕ = ϕ(r), or ϕ = ϕ(r, t)),

E +
∂A

∂t
= −∇V, (2.285)

and the electric field intensity vector can be described by two potentials as

E = −∂A

∂t
−∇V. (2.286)

Substituting the relations (2.283) and (2.286) into (2.89)and using the linearized
constitutive relation in (2.94) leads to the partial differential equation

∇× (νo∇×A) + σ
∂A

∂t
+ σ∇V = −∇× I, in Ωc. (2.287)

The charge conservation law (2.95) with the constitutive relation (2.93) and with the
formulation (2.286) results in the second partial differential equation of this formulation,

−∇ ·
(

σ
∂A

∂t
+ σ∇V

)
= 0, in Ωc. (2.288)

There are two unknown functions (A and V ), that is why two equations must be
formulated, however, the second one is coming from taking the divergence of Ampere’s
law (2.89).

Now, let us define the boundary conditions of the problem.
On theΓHc

part of the boundary, the tangential component of the magnetic field
intensity vector must vanish,

H × n = 0 ⇒ (νo∇×A + I)× n = 0, on ΓHc
. (2.289)

This is a Neumann boundary condition forA. The normal component of eddy currents
must be equal to zero onΓHc

, which can be formulated by the Neumann boundary
condition

J · n ⇒ −σ
∂A

∂t
· n− σ∇V · n = 0, on ΓHc

. (2.290)
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On the rest part of the boundaryΓE , the tangential component of the electric field
intensity must be equal to zero,

E × n = 0 ⇒
(
−∂A

∂t
−∇V

)
× n = 0, on ΓE . (2.291)

This boundary condition can be specified by two Dirichlet boundary conditions,

n×A = 0, and V = V0, on ΓE , (2.292)

because−A×n = n×A andV0 is constant. HereB ·n = 0 satisfies explicitly, because

B · n = (∇×A) · n = ∇ · (A× n), (2.293)

andA× n = 0 has been prescribed yet.
Finally, here is the collection of equations and boundary conditions of the ungauged

A, V -formulation,

∇× (νo∇×A) + σ
∂A

∂t
+ σ∇V = −∇× I, in Ωc, (2.294)

−∇ ·
(

σ
∂A

∂t
+ σ∇V

)
= 0, in Ωc, (2.295)

(νo∇×A + I)× n = 0, on ΓHc
, (2.296)

−σ
∂A

∂t
· n− σ∇V · n = 0, on ΓHc

, (2.297)

n×A = 0, on ΓE , (2.298)

V = V0, on ΓE . (2.299)

The solution of the problem defined by the above equations andboundary conditions
is not unique, because the divergence of the magnetic vectorpotential has not specified
yet. TheCoulomb gaugeshould be used in this formulation similarly to the gauge fixing
method applied inA-formulation of static magnetic field problems (see on page 34), i.e.
∇ ·A = 0 must be specified.

First, let us append the left-hand side of the partial differential equation (2.294) by the
term−∇ (νo∇ ·A),

∇× (νo∇×A)−∇ (νo∇ ·A) + σ
∂A

∂t
+ σ∇V = −∇× I, in Ωc. (2.300)

Taking the divergence of this equation and taking the equation (2.295) into account, it
results in theLaplace equationfor the scalar variableνo∇ ·A,

−∇ · ∇ (νo∇ ·A) = 0. (2.301)

After taking the normal component of the equation (2.300) onthe boundary segment
ΓHc

, a homogeneous Neumann boundary condition can be set up automatically

− ∂

∂n
(νo∇ ·A) = 0, on ΓHc

, (2.302)

because the normal component of the first and the last terms in(2.300),
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[∇× (νo∇×A + I)] · n = ∇ · [(νo∇×A + I)× n] (2.303)

is equal to zero according to the boundary condition (2.296)and the normal component
of the sum of the last two terms in (2.300) is equal to zero, too, because of the condition
(2.297).

Consequently, on the rest part of the boundaryΓE , the following Neumann type
boundary condition:

νo∇ ·A = 0, on ΓE (2.304)

must be specified.
In this wayνo∇ ·A ≡ 0 can be satisfied in the whole problem regionΩc and on the

boundaryΓHc
∪ ΓE .

Finally, the partial differential equations and the boundary conditions of an eddy
current field problem, which solution is unique according toCoulomb gaugecan be
written as

∇× (νo∇×A)−∇ (νo∇ ·A) + σ
∂A

∂t
+ σ∇V = −∇× I, in Ωc, (2.305)

−∇ ·
(

σ
∂A

∂t
+ σ∇V

)
= 0, in Ωc, (2.306)

(νo∇×A + I)× n = 0, on ΓHc
, (2.307)

−
(

σ
∂A

∂t
+ σ∇V

)
· n = 0, on ΓHc

, (2.308)

A · n = 0, on ΓHc
, (2.309)

n×A = 0, on ΓE , (2.310)

V = V0, on ΓE , (2.311)

νo∇ ·A = 0, on ΓE . (2.312)

Here, equation (2.309) is introduced according to the proofpresented on page 38.

C. The modified magnetic vector potential, theA⋆-formulation

This formulation can only be applied when the ungauged version of theA, V -formulation
is used.

In this situation, the electric scalar potentialV can be supposed to be equal to zero,
if and only if, the conductivityσ is constant. The set of partial differential equations
and boundary conditions are coming from the equations (2.294)–(2.299), but the partial
differential equations and boundary conditions containing V have been eliminated, i.e.

∇× (νo∇×A⋆) + σ
∂A⋆

∂t
= −∇× I, in Ωc, (2.313)

(νo∇×A⋆ + I)× n = 0, on ΓHc
, (2.314)

n×A⋆ = 0, on ΓE. (2.315)
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2.3.3 Coupling static magnetic and eddy current fields

In mosteddy currentfield problems, the conductors carrying the eddy currents are at least
partially surrounded by a nonconducting medium free of eddycurrents (e.g. air) where a
static magnetic field is present (Fig. 2.17). The static magnetic field is induced both by the
eddy currents and by the source current of coils. That is why the potential formulations
of the static magnetic field and of the eddy current field must be coupled.

n

n

nc

nn

Γnc
Ωc

Ωn

ΓE

ΓHc

ΓB

ΓHn

J0 6= 0

J0 = 0

µ = µ0µrµ = µ0µr or B{·}

Fig. 2.17. The eddy current region is surrounded by nonconducting region

The static magnetic field inΩn can be described by amagnetic scalar potential
(reduced, total or the combination of them), or by amagnetic vector potential. In the
first case, applying the reduced magnetic scalar potentialΦ is simpler to use, however,
currents of coils must be represented by an impressed current vector potentialT 0, which
must be realized in a special way. Application of the magnetic vector potential is a more
general way. Combination of the two formulations can also besupposed, e.g.A − Φ, or
A−A− Φ method.

The eddy current field inΩc can be represented by a vector potential coupled with a
scalar potential. Thecurrent vector potentialT can be coupled with thereduced magnetic
scalar potentialΦ and themagnetic vector potentialA can be coupled with theelectric
scalar potentialV .

It is important to note that the vector potentials can be either ungauged or gauged. The
ungauged version has infinite number of solutions for the potentials, but electromagnetic
field quantities calculated from the potentials are unique,of course, since the solution of
Maxwell’s equations is unique. The gauged versions result in only one unique solution
for the potentials, too.

Here, the possible potential formulations are shown in the gauged and ungauged
situations. The partial differential equations and the boundary conditions are based on
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the last section, but the interface conditions between the regions with and without eddy
currents are presented below. First, the basic formulations are shown, theT , Φ formulation
in the eddy current region is coupled to theΦ formulation in the eddy current free region
resulting theT , Φ−Φ formulation, then theA, V formulation in the eddy current region
is coupled to theA formulation in the eddy current free region resulting theA, V − A

formulation. TheT , Φ − Φ formulation can not be used when the eddy current region is
multiply connected. This problem can be solved by theT , Φ−A formulation and by the
T , Φ − A − Φ formulation. TheA, V −A formulation is not an economic procedure,
there are three unknown functions to representA in air, that is why theA, V −Φ and the
A, V −A− Φ formulations have been developed.

A. The gaugedT , Φ− Φ formulation

The reduced magnetic scalar potentialΦ is used in the eddy current free regionΩn as
well as in the eddy current regionΩc. It is a continuous scalar variable in the entire region
Ωc ∪ Ωn and on the interfaceΓnc, too. The equations to be used are (2.160)–(2.162) and
(2.274)–(2.281), however, some continuity equations onΓnc must be appended to these
equations.

The magnetic field intensity vector is derived asH = T 0 − ∇Φ in Ωn and it is
written asH = T 0 + T − ∇Φ in Ωc. The tangential component of the magnetic field
intensity can be set to be continuous onΓnc by a continuous magnetic scalar potential
and by setting the tangential component of thecurrent vector potentialequal to zero by
the boundary conditionT × n = 0 onΓnc. It must be noted thatT 0 × n is continuous.
Vanishing the normal component of eddy current density onΓnc satisfies automatically,
becauseJ = ∇ × T andJ · n = (∇ × T ) · n = (T × n) · ∇. The term in the last
brackets has been set to zero, i.e.J · n = 0 onΓnc.

The continuity of the normal component of magnetic flux density results in a Neumann
type boundary condition (see (2.329)). The divergence freeproperty ofT has been
defined only in the domainΩc and on the boundaryΓHc

∪ ΓE . On the rest segment
Γnc, 1/σ∇ · T = 0 must be specified as a new Neumann type interface condition. It can
be introduced similarly to (2.273).

The summarized equations of the gauged version are as follows (seeFig. 2.17):

∇×
(

1

σ
∇× T

)
−∇

(
1

σ
∇ · T

)
+µo

∂T

∂t
− µo∇

∂Φ

∂t

= − µo
∂T 0

∂t
− ∂R

∂t
, in Ωc,

(2.316)

∇ · (µoT − µo∇Φ) = −∇ · (µoT 0)−∇ ·R, in Ωc, (2.317)

−∇ · (µ∇Φ) = −∇ · (µT 0) , in Ωn, (2.318)

T × n = 0, on ΓHc
, (2.319)

Φ = Φ0, on ΓHc
, (2.320)

1

σ
∇ · T = 0, on ΓHc

, (2.321)
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Φ = Φ0, on ΓHn
, (2.322)

(
1

σ
∇× T

)
× n = 0, on ΓE, (2.323)

(µoT 0 + µoT − µo∇Φ + R) · n = 0, on ΓE , (2.324)

T · n = 0, on ΓE , (2.325)

(µT 0 − µ∇Φ) · n = −b, on ΓB, (2.326)

Φ is continuous on Γnc, (2.327)

T × nc = 0, on Γnc, (2.328)

(µT 0 − µ∇Φ) · nn + (µoT 0 + µoT − µo∇Φ + R) · nc = 0, on Γnc, (2.329)

1

σ
∇ · T = 0, on Γnc. (2.330)

B. The ungaugedT , Φ− Φ formulation

The reduced magnetic scalar potentialΦ is used in the eddy current free regionΩn as
well as in the eddy current regionΩc and it is a scalar continuous variable in the entire
regionΩc ∪ Ωn and on the interfaceΓnc, too. The equations of ungaugedT , Φ − Φ
formulation can be built up by using (2.160)–(2.162) and (2.262)–(2.267), which must be
appended by some continuity equations defined onΓnc.

The interface conditions can be defined as in the gauged version, however, (2.330) is
not used.

The summarized equations are as follows (seeFig. 2.17):

∇×
(

1

σ
∇× T

)
+ µo

∂T

∂t
− µo∇

∂Φ

∂t
= −µo

∂T 0

∂t
− ∂R

∂t
, in Ωc, (2.331)

∇ · (µoT − µo∇Φ) = −∇ · (µoT 0)−∇ ·R, in Ωc, (2.332)

−∇ · (µ∇Φ) = −∇ · (µT 0) , in Ωn, (2.333)

T × n = 0, on ΓHc
, (2.334)

Φ = Φ0, on ΓHc
, (2.335)

Φ = Φ0, on ΓHn
, (2.336)

(
1

σ
∇× T

)
× n = 0, on ΓE, (2.337)

(µoT 0 + µoT − µo∇Φ + R) · n = 0, on ΓE , (2.338)

(µT 0 − µ∇Φ) · n = −b, on ΓB, (2.339)

Φ is continuous on Γnc, (2.340)

T × nc = 0, on Γnc, (2.341)

(µT 0 − µ∇Φ) · nn + (µoT 0 + µoT − µo∇Φ + R) · nc = 0, on Γnc. (2.342)
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Note. TheT , Φ − Φ formulation can not be used in case ofmultiply connected region.
In this situation the formulationsT , Φ−A or T , Φ−A− Φ can be used.

Note. TheT , Φ−Φ formulation can not be useful in case ofmultiply connected region,
however, a simple modification can be introduced in this case. The holes filled with
nonconducting materials (σ = 0) can be replaced by conducting materials with very
small conductivity (σ ≈ 0 comparing with the conductivity of the conducting material,
e.g.σ = σc/a, wherea is constant).

C. The gaugedA, V −A formulation

Themagnetic vector potentialA is used in this formulation throughout the regionΩc∪Ωn

and theelectric scalar potentialV only in Ωc. Here, the equations (2.223)–(2.227) and
(2.305)–(2.312) have to be used to prepare the formulation,but the set of these equations
have to be appended by continuity equations defined onΓnc.

The magnetic vector potential is continuous, meaning that the tangential and the
normal component of the magnetic vector potential are continuous onΓnc. The continuity
of the tangential component of the magnetic vector potential immediately enforces the
continuity of the normal component of the magnetic flux density from (2.101) and (2.357),

(∇×A) · nc + (∇×A) · nn =∇ · (A× nc) +∇ · (A× nn)

=∇ · (A× nc + A× nn) = 0.
(2.343)

The continuity of the tangential component of the magnetic field intensity vector must be
prescribed by an additional interface condition onΓnc (see the Neumann type condition
(2.359)). It is obvious that the normal component of the eddycurrent density must vanish
onΓnc. The divergence free property ofA has been defined only in the domainΩc ∪ Ωn

bounded byΓHc
∪ ΓE ∪ ΓHn

∪ ΓB, but not onΓnc. On the partΓnc ν∇ · A must be
continuous, which can be prescribed by a Neumann type condition (see (2.361)).

The summarized equations are as follows (seeFig. 2.17):

∇× (νo∇×A)−∇ (νo∇ ·A) + σ
∂A

∂t
+ σ∇V = −∇× I, in Ωc, (2.344)

−∇ ·
(

σ
∂A

∂t
+ σ∇V

)
= 0, in Ωc, (2.345)

∇× (ν∇×A)−∇(ν∇ ·A) = J0, in Ωn, (2.346)

(νo∇×A + I)× n = 0, on ΓHc
, (2.347)

−
(

σ
∂A

∂t
+ σ∇V

)
· n = 0, on ΓHc

, (2.348)

A · n = 0, on ΓHc
, (2.349)

(ν∇×A)× n = K, on ΓHn
, (2.350)

A · n = 0, on ΓHn
, (2.351)
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n×A = 0, on ΓE , (2.352)

V = V0, on ΓE , (2.353)

νo∇ ·A = 0, on ΓE , (2.354)

n×A = α, on ΓB, (2.355)

ν∇ ·A = 0, on ΓB, (2.356)

nc ×A + nn ×A = 0, on Γnc, (2.357)

A · nc + A · nn = 0, on Γnc, (2.358)

(νo∇×A + I)× nc + (ν∇×A)× nn = 0, on Γnc, (2.359)

−
(

σ
∂A

∂t
+ σ∇V

)
· nc = 0, on Γnc, (2.360)

(νo∇ ·A)nc + (ν∇ ·A)nn = 0, on Γnc. (2.361)

Note. It must be highlighted that the interface condition (2.358)must be eliminated,
if the permeability is changing abruptly along the interface Γnc. In this caseΓnc is an
iron/air interface (rememberFig. 2.16). The condition∇ ·A = 0 onΓnc can be satisfied
according to the discretization. The problem can be solved by the ungaugedA, V − A

formulation too, presented in the next item.

D. The ungaugedA, V −A formulation

Themagnetic vector potentialA is used in this formulation in the regionΩc∪Ωn and the
electric scalar potentialV only in Ωc. The equations of ungaugedA, V −A formulation
can be built up by using (2.228)–(2.230) and (2.294)–(2.299), which must be appended
by some continuity equations defined onΓnc.

The interface conditions can be defined as in the case of gauged version, however,
equations (2.349), (2.351), (2.354), (2.356), (2.358) and(2.361) are not used. Here,T 0 is
used to represent the source current densityJ0.

The summarized equations are as follows (seeFig. 2.17):

∇× (νo∇×A) + σ
∂A

∂t
+ σ∇V = −∇× I, in Ωc, (2.362)

−∇ ·
(

σ
∂A

∂t
+ σ∇V

)
= 0, in Ωc, (2.363)

∇× (ν∇×A) = ∇× T 0, in Ωn, (2.364)

(νo∇×A + I)× n = 0, on ΓHc
, (2.365)

−
(

σ
∂A

∂t
+ σ∇V

)
· n = 0, on ΓHc

, (2.366)

(ν∇×A)× n = K, on ΓHn
, (2.367)

n×A = 0, on ΓE , (2.368)
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V = V0, on ΓE , (2.369)

n×A = α, on ΓB, (2.370)

nc ×A + nn ×A = 0, on Γnc, (2.371)

(νo∇×A + I)× nc + (ν∇×A)× nn = 0, on Γnc, (2.372)

−
(

σ
∂A

∂t
+ σ∇V

)
· nc = 0, on Γnc. (2.373)

Note. If σ is constant inΩc and the ungaugedA, V −A formulation is used, thenV = 0
can be selected. This results in the ungaugedA⋆ −A formulation.

Note. A more economical way ofA-based formulations is using the reduced magnetic
scalar potential in the air region resulting theA, V −Φ and theA, V −A−Φ formulations.

E. The ungaugedA⋆ −A formulation

The equations of this formulation are (2.228)–(2.230) and (2.313)–(2.315) appended by
the continuity equations (2.100) and (2.101) (seeFig. 2.17),

∇× (νo∇×A⋆) + σ
∂A⋆

∂t
= −∇× I, in Ωc, (2.374)

∇× (ν∇×A) = ∇× T 0, in Ωn, (2.375)

(νo∇×A⋆ + I)× n = 0, on ΓHc
, (2.376)

(ν∇×A)× n = K, on ΓHn
, (2.377)

n×A⋆ = 0, on ΓE, (2.378)

n×A = α, on ΓB, (2.379)

nc ×A⋆ + nn ×A = 0, on Γnc, (2.380)

(νo∇×A⋆ + I)× nc + (ν∇×A)× nn = 0, on Γnc. (2.381)

F. The gaugedT , Φ−A formulation

TheT , Φ−Φ formulation is not capable of treatingmultiply connected conductorswhen
all the eddy current free region is described by the reduced magnetic scalar potentialΦ.
This difficulty can be overcome by applying the magnetic vector potential in the eddy
current free region,Ωn. This is calledT , Φ−A formulation.

In this formulation, the gaugedcurrent vector potentialT with thereduced magnetic
scalar potentialΦ is used in the eddy current regionΩc and the gaugedmagnetic vector
potentialA is used in the region free of eddy currents,Ωn. The equations to be used are
(2.274)–(2.281)and (2.223)–(2.227). Some continuity equations and boundary conditions
defined onΓnc must be appended.

The magnetic field intensity is derived asH = T 0+T −∇Φ in Ωc andH = ν∇×A

in Ωn, while the magnetic flux density can be written asB = µo(T 0 + T − ∇Φ) + R
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in Ωc andB = ∇ × A in Ωn. The continuity equations (2.100) and (2.101) can be
reformulated by these equations.

The potential functions are not continuous onΓnc, therefore this surface acts as a
boundary of the two subregions.

It must be noted here that the uniqueness of a vector potential can be ensured by
defining either its tangential component and its divergenceor its normal component and
the tangential component of its curl.

The tangential component of the current vector potential can not be set to zero on the
interfaceΓnc since this would imply that no net current can flow around the hole filled by
A. That is why the other conditions must be prescribed here, i.e. T · n = 0 onΓnc. The
curl of the current vector potential is the electric field intensity sinceE = 1/σ∇ × T ,
which tangential component is continuous on any surface, i.e. Ec × nc + En × nn = 0

must be satisfied. From the second Maxwell’s equation (2.90)

(∇×E) · n=− ∂

∂t
(∇×A) · n ⇒ ∇·(E × n)=∇·

[
− ∂

∂t
(A× n)

]
, (2.382)

from which

E × n =

(
1

σ
∇× T

)
× n = − ∂

∂t
A× n. (2.383)

This is a condition for the tangential component of the magnetic vector potential too,
which uniqueness onΓnc can be ensured by prescribing its divergence.

The summarized equations of the gauged version are as follows (seeFig. 2.17):

∇×
(

1

σ
∇× T

)
−∇

(
1

σ
∇ · T

)
+µo

∂T

∂t
− µo∇

∂Φ

∂t

= − µo ∂T 0/∂t− ∂R/∂t, in Ωc,

(2.384)

∇ · (µoT − µo∇Φ) = −∇ · (µoT 0)−∇ ·R, in Ωc, (2.385)

∇× (ν∇×A)−∇(ν∇ ·A) = J0, in Ωn, (2.386)

T × n = 0, on ΓHc
, (2.387)

Φ = Φ0, on ΓHc
, (2.388)

1

σ
∇ · T = 0, on ΓHc

, (2.389)

(ν∇×A)× n = K, on ΓHn
, (2.390)

A · n = 0, on ΓHn
, (2.391)

(
1

σ
∇× T

)
× n = 0, on ΓE, (2.392)

(µoT 0 + µoT − µo∇Φ + R) · n = 0, on ΓE , (2.393)

T · n = 0, on ΓE , (2.394)

n×A = α, on ΓB, (2.395)
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ν∇ ·A = 0, on ΓB, (2.396)

(T 0 + T −∇Φ)× nc + (ν∇×A)× nn = 0, on Γnc, (2.397)

(µoT 0 + µoT − µo∇Φ + R) · nc + (∇×A) · nn = 0, on Γnc, (2.398)

T · nc = 0, on Γnc, (2.399)
(

1

σ
∇× T

)
× nc −

∂A

∂t
× nn = 0, on Γnc, (2.400)

ν∇ ·A = 0, on Γnc. (2.401)

G. The ungaugedT , Φ−A formulation

In this formulation, the ungaugedcurrent vector potentialT with the reduced magnetic
scalar potentialΦ is used in the eddy current regionΩc and the ungaugedmagnetic vector
potentialA is used in the region free of eddy currents,Ωn.

The ungaugedT , Φ − A formulation can be built up by using (2.262)–(2.267) and
(2.228)–(2.230), which must be appended by some continuityand boundary conditions
defined onΓnc.

The interface conditions can be defined as in the gauged version, however, equations
(2.389), (2.391), (2.394), (2.396), (2.399) and (2.401) are not used. The impressed current
vector potentialT 0 is used in this formulation to representJ0.

The summarized equations of the gauged version are as follows (seeFig. 2.17):

∇×
(

1

σ
∇× T

)
+ µo

∂T

∂t
− µo∇

∂Φ

∂t
= −µo

∂T 0

∂t
− ∂R

∂t
, in Ωc, (2.402)

∇ · (µoT − µo∇Φ) = −∇ · (µoT 0)−∇ ·R, in Ωc, (2.403)

∇× (ν∇×A) = ∇× T 0, in Ωn, (2.404)

T × n = 0, on ΓHc
, (2.405)

Φ = Φ0, on ΓHc
, (2.406)

(ν∇×A)× n = K, on ΓHn
, (2.407)

(
1

σ
∇× T

)
× n = 0, on ΓE, (2.408)

(µoT 0 + µoT − µo∇Φ + R) · n = 0, on ΓE , (2.409)

n×A = α, on ΓB, (2.410)

(T 0 + T −∇Φ)× nc + (ν∇×A)× nn = 0, on Γnc, (2.411)

(µoT 0 + µoT − µo∇Φ + R) · nc + (∇×A) · nn = 0, on Γnc, (2.412)
(

1

σ
∇× T

)
× nc −

∂A

∂t
× nn = 0, on Γnc. (2.413)

Note. A more economical way of theT , Φ − A formulations is using the reduced
magnetic scalar potential in a subregion ofΩn. This is theT , Φ−A− Φ formulations.
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H. The gaugedT , Φ−A− Φ formulation

This is a modification of the gaugedT , Φ−A formulation. Applying themagnetic vector
potential in the static magnetic field region is not economical, because it requires three
scalar unknown functions (Ax, Ay andAz). This can be reduced to one by using the
reduced magnetic scalar potentialin a subregion of air, which is simple connected.

Thecurrent vector potentialT with the reduced magnetic scalar potentialΦ is used
in the eddy current regionΩc, the magnetic vector potentialA is used in the holes of the
eddy current region, which is free of eddy currents and denoted byΩA. The rest region
is described by the reduced magnetic scalar potentialΦ and this region is denoted byΩΦ.
The scheme of this formulation can be seen inFig. 2.18. The problem region has three
disjunct parts,Ω = Ωc ∪ ΩnA

∪ΩnΦ
. This means that the boundary of eddy current free

region and the interface have two disjunct parts,ΓHn
= ΓHA

∪ ΓHΦ
, ΓB = ΓBA

∪ ΓBΦ
,

Γnc = ΓncA
∪ ΓncΦ

. The further interface betweenΩnA
andΩnΦ

is ΓA,Φ.

n

n

nc

nc

nc

nΦ

ΓA,Φ

Ωc

Ωc

ΩΦ

ΓE

ΓE

ΓHc

ΓHc

ΓHΦ
ΓBΦ

J0 6= 0

J0 6= 0

J0 = 0
J0 = 0

µ = µ0

µ = µ0µr or B{·}

ΩA

ΓncA

ΓncA

ΓncΦ

ΓncΦ

ΓBA
ΓHA

Fig. 2.18. ApplyingA andΦ in the air region in the case of multiply connected
eddy current region

The equations to be used are (2.274)–(2.281), (2.223)–(2.227) and (2.160)–(2.162)
in the subregionΩc, ΩnA

and ΩnΦ
, respectively, which must be appended by some

continuity equations and boundary conditions defined onΓnc andΓA,Φ.
The interface conditions onΓncΦ

are the same as onΓnc in the gaugedT , Φ − Φ
formulation, see (2.327)–(2.330). The interface conditions onΓncA

are the same as on
Γnc in the gaugedT , Φ−A formulation, see (2.397)–(2.401).

The tangential component of the magnetic field intensity andthe normal component
of the magnetic flux density must be continuous on the interfaceΓA,Φ, moreover this is
a boundary of the regionΩnA

, whereA · n = 0 is prescribed because of the condition
for the tangential component of the magnetic field intensity, which is a condition for
(ν∇×A)× n (see (2.439)).



58 2. POTENTIAL FORMULATIONS IN ELECTROMAGNETIC FIELD

The summarized equations of the gauged version are as follows:

∇×
(

1

σ
∇× T

)
−∇

(
1

σ
∇ · T

)
+µo

∂T

∂t
− µo∇

∂Φ

∂t

= − µo ∂T 0/∂t− ∂R/∂t, in Ωc,

(2.414)

∇ · (µoT − µo∇Φ) = −∇ · (µoT 0)−∇ ·R, in Ωc, (2.415)

−∇ · (µ∇Φ) = −∇ · (µT 0) , in ΩnΦ
, (2.416)

∇× (ν∇×A)−∇(ν∇ ·A) = J0, in ΩnA
, (2.417)

T × n = 0, on ΓHc
, (2.418)

Φ = Φ0, on ΓHc
, (2.419)

1

σ
∇ · T = 0, on ΓHc

, (2.420)

(ν∇×A)× n = K, on ΓHA
, (2.421)

A · n = 0, on ΓHA
, (2.422)

Φ = Φ0, on ΓHΦ
, (2.423)

(
1

σ
∇× T

)
× n = 0, on ΓE, (2.424)

(µoT 0 + µoT − µo∇Φ + R) · n = 0, on ΓE , (2.425)

T · n = 0, on ΓE , (2.426)

n×A = α, on ΓBA
, (2.427)

ν∇ ·A = 0, on ΓBA
, (2.428)

(µT 0 − µ∇Φ) · n = −b, on ΓBΦ
, (2.429)

Φ is continuous on ΓncΦ
, (2.430)

T × nc = 0, on ΓncΦ
, (2.431)

(µT 0 − µ∇Φ) · nΦ + (µoT 0 + µoT − µo∇Φ + R) · nc = 0, on ΓncΦ
, (2.432)

1

σ
∇ · T = 0, on ΓncΦ

, (2.433)

(T 0 + T −∇Φ)× nc + (ν∇×A)× nA = 0, on ΓncA
, (2.434)

(µoT 0 + µoT − µo∇Φ + R) · nc + (∇×A) · nA = 0, on ΓncA
, (2.435)

T · nc = 0, on ΓncA
, (2.436)

(
1

σ
∇× T

)
× nc −

∂A

∂t
× nA = 0, on ΓncA

, (2.437)

ν∇ ·A = 0, on ΓncA
, (2.438)

(T 0 −∇Φ)× nΦ + (ν∇×A)× nA = 0, on ΓA,Φ, (2.439)

(µT 0 − µ∇Φ) · nΦ + (∇×A) · nA = 0, on ΓA,Φ, (2.440)

A · nA = 0, on ΓA,Φ. (2.441)
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I. The ungaugedT , Φ−A− Φ formulation

Applying the same notations presented in the last item, the summarized equations of the
gauged version can be set up, however,J0 is represented byT 0. The scheme of this
formulation can be seen inFig. 2.18.

The equations to be used are (2.262)–(2.267), (2.228)–(2.230) and (2.160)–(2.162) in
the subregionΩc, ΩnA

andΩnΦ
, respectively. Some continuity equations and boundary

conditions defined onΓncΦ
(see (2.340)–(2.342)), onΓncA

(see (2.412)–(2.413)) and on
ΓA,Φ (see (2.439) and (2.440)) must be appended.

Finally, the system of equations of the ungaugedT , Φ − A − Φ formulation are as
follows:

∇×
(

1

σ
∇× T

)
+ µo

∂T

∂t
− µo∇

∂Φ

∂t
= −µo

∂T 0

∂t
− ∂R

∂t
, in Ωc, (2.442)

∇ · (µoT − µo∇Φ) = −∇ · (µoT 0)−∇ ·R, in Ωc, (2.443)

−∇ · (µ∇Φ) = −∇ · (µT 0) , in ΩnΦ
, (2.444)

∇× (ν∇×A) = ∇× T 0, in ΩnA
, (2.445)

T × n = 0, on ΓHc
, (2.446)

Φ = Φ0, on ΓHc
, (2.447)

(ν∇×A)× n = K, on ΓHA
, (2.448)

Φ = Φ0, on ΓHΦ
, (2.449)

(
1

σ
∇× T

)
× n = 0, on ΓE, (2.450)

(µoT 0 + µoT − µo∇Φ + R) · n = 0, on ΓE , (2.451)

n×A = α, on ΓBA
, (2.452)

(µT 0 − µ∇Φ) · n = −b, on ΓBΦ
, (2.453)

Φ is continuous on ΓncΦ
, (2.454)

T × n = 0, on ΓncΦ
, (2.455)

(µT 0 − µ∇Φ) · nn + (µoT 0 + µoT − µo∇Φ + R) · nc = 0, on ΓncΦ
, (2.456)

(T 0 + T −∇Φ)× nc + (ν∇×A)× nA = 0, on ΓncA
, (2.457)

(µoT 0 + µoT − µo∇Φ + R) · nc + (∇×A) · nA = 0, on ΓncA
, (2.458)

(
1

σ
∇× T

)
× nc −

∂A

∂t
× nA = 0, on ΓncA

, (2.459)

(T 0 −∇Φ)× nΦ + (ν∇×A)× nA = 0, on ΓA,Φ, (2.460)

(µT 0 − µ∇Φ) · nΦ + (∇×A) · nA = 0, on ΓA,Φ. (2.461)
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J. The gaugedA, V − Φ formulation

This formulation is a modification of theA, V −A potential formulation. Themagnetic
vector potentialin the eddy current free regionΩn has been replaced by thereduced
magnetic scalar potentialΦ. The two potentialsA andV remain inΩc. The number of
unknown potential functions is decreased from three to one in Ωn, but it can be used only
if the eddy current regionΩc is a simple connected domain.

The equations to be used are (2.305)–(2.312) and (2.160)–(2.162), moreover some
continuity equations and boundary conditions defined onΓnc must be appended to these
equations.

The tangential component of the magnetic field intensity andthe normal component of
the magnetic flux density must be continuous on the interfaceΓnc, moreover the normal
component of the eddy current density must vanish there. Theinterface is a boundary of
theA-region, too, i.e. the uniqueness of the magnetic vector potential must be satisfied
on Γnc as well. It can be performed by using the conditionA · n = 0, because of the
condition for the tangential component of the magnetic fieldintensity, which is a condition
for (ν∇×A)× n (see (2.473)).

The summarized equations are as follows (seeFig. 2.17):

∇× (νo∇×A)−∇ (νo∇ ·A) + σ
∂A

∂t
+ σ∇V = −∇× I, in Ωc, (2.462)

−∇ ·
(

σ
∂A

∂t
+ σ∇V

)
= 0, in Ωc, (2.463)

−∇ · (µ∇Φ) = −∇ · (µT 0), in Ωn, (2.464)

(νo∇×A + I)× n = 0, on ΓHc
, (2.465)

−
(

σ
∂A

∂t
+ σ∇V

)
· n = 0, on ΓHc

, (2.466)

A · n = 0, on ΓHc
, (2.467)

Φ = Φ0, on ΓHn
, (2.468)

n×A = 0, on ΓE , (2.469)

V = V0, on ΓE , (2.470)

νo∇ ·A = 0, on ΓE , (2.471)

(µT 0 − µ∇Φ) · n = −b, on ΓB, (2.472)

(νo∇×A + I)× nc + (T 0 −∇Φ)× nn = 0, on Γnc, (2.473)

(∇×A) · nc + (µT 0 − µ∇Φ) · nn = 0, on Γnc, (2.474)

−
(

σ
∂A

∂t
+ σ∇V

)
· nc = 0, on Γnc, (2.475)

A · nc = 0, on Γnc. (2.476)
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Note. In the case ofmultiply connected region, the so-called gaugedA, V − A − Φ
formulation can be used.

K. The ungaugedA, V − Φ formulation

This formulation is a modification of theA, V −A potential formulation, themagnetic
vector potentialin the eddy current free regionΩn has been replaced by thereduced
magnetic scalar potentialΦ. The two potentialsA andV remain inΩc. The number of
unknown potential functions is decreased from three to one in Ωn, but it can be used only
if the eddy current regionΩc is a simple connected domain.

The equations of the ungaugedA, V − Φ formulation can be built up by using the
relations (2.294)–(2.299) and (2.160)–(2.162), which arecompleted by some continuity
and boundary conditions defined onΓnc. The interface conditions can be defined as in
the gauged version, however, equations (2.467), (2.471) and (2.476) are not used.

The summarized equations are as follows (seeFig. 2.17):

∇× (νo∇×A) + σ
∂A

∂t
+ σ∇V = −∇× I, in Ωc, (2.477)

−∇ ·
(

σ
∂A

∂t
+ σ∇V

)
= 0, in Ωc, (2.478)

−∇ · (µ∇Φ) = −∇ · (µT 0), in Ωn, (2.479)

(νo∇×A + I)× n = 0, on ΓHc
, (2.480)

−
(

σ
∂A

∂t
+ σ∇V

)
· n = 0, on ΓHc

, (2.481)

Φ = Φ0, on ΓHn
, (2.482)

n×A = 0, on ΓE , (2.483)

V = V0, on ΓE , (2.484)

(µT 0 − µ∇Φ) · n = −b, on ΓB, (2.485)

(νo∇×A + I)× nc + (T 0 −∇Φ)× nn = 0, on Γnc, (2.486)

(∇×A) · nc + (µT 0 − µ∇Φ) · nn = 0, on Γnc, (2.487)

−
(

σ
∂A

∂t
+ σ∇V

)
· nc = 0, on Γnc. (2.488)

Note. If the conductivity of the media placed inΩc was constant, thenV = 0 could be
supposed. This results in the ungaugedA⋆−Φ formulation. This is based on the equations
(2.477)–(2.488) neglecting the termσ∇V in (2.477) and ignoring the equations (2.478),
(2.481), (2.484) and (2.488).

Note. In the case of multiply connected region, the so-calledA, V −A−Φ formulation
can be used.
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L. The gaugedA, V −A− Φ formulation

The aim of this formulation is to modify theA, V − Φ potential formulation in such a
way that the resulting formulation will be able to simulatemultiply connected regionsby
introducing themagnetic vector potentialin the holes placed in the eddy current region.
The region of holes filled with nonconducting material is denoted byΩnA

. The two
potentialsA andV remain inΩc andΦ in the remaining part of the eddy current free
regionΩnΦ

, i.e. Ωn = ΩnA
∪ ΩnΦ

. The problem region has three disjunct parts, that
is Ω = Ωc ∪ ΩnA

∪ ΩnΦ
. This means that the boundaries of eddy current free region

and the interface have two disjunct parts,ΓHn
= ΓHA

∪ ΓHΦ
, ΓB = ΓBA

∪ ΓBΦ
,

Γnc = ΓncA
∪ ΓncΦ

. The further interface betweenΩnA
andΩnΦ

is ΓA,Φ. The scheme
is plotted inFig. 2.18.

The equations to be used are (2.305)–(2.312), (2.223)–(2.227) and (2.160)–(2.162)
in the subregionΩc, ΩnA

and ΩnΦ
, respectively, which must be completed by some

continuity equations and boundary conditions defined onΓnc andΓA,Φ.
The interface conditions onΓncA

are the same as onΓnc in the gaugedA, V − A

formulation, see (2.357)–(2.361). The interface conditions onΓncΦ
are the same as on

Γnc in the gaugedA, V −Φ formulation, see (2.473)–(2.476). The tangential component
of the magnetic field intensity and the normal component of the magnetic flux density
must be continuous on the interfaceΓA,Φ, moreover this is a boundary of the regionΩnA

,
whereA · n = 0 is prescribed because of the condition for the tangential component of
the magnetic field intensity, which is a condition for(ν∇ ×A) × n (see (2.514)). It is
noted that the last three boundary conditions are the same asin the gaugedT , Φ−A−Φ
formulation.

The summarized equations are as follows:

∇× (νo∇×A)−∇ (νo∇ ·A) + σ
∂A

∂t
+ σ∇V = −∇× I, in Ωc, (2.489)

−∇ ·
(

σ
∂A

∂t
+ σ∇V

)
= 0, in Ωc, (2.490)

∇× (ν∇×A)−∇ (ν∇ ·A) = J0, in ΩnA
, (2.491)

−∇ · (µ∇Φ) = −∇ · (µT 0), in ΩnΦ
, (2.492)

(νo∇×A + I)× n = 0, on ΓHc
, (2.493)

−
(

σ
∂A

∂t
+ σ∇V

)
· n = 0, on ΓHc

, (2.494)

A · n = 0, on ΓHc
, (2.495)

(ν∇×A)× n = K, on ΓHA
, (2.496)

A · n = 0, on ΓHA
, (2.497)

Φ = Φ0, on ΓHΦ
, (2.498)

n×A = 0, on ΓE , (2.499)

V = V0, on ΓE , (2.500)
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νo∇ ·A = 0, on ΓE , (2.501)

n×A = α, on ΓBA
, (2.502)

ν∇ ·A = 0, on ΓBA
, (2.503)

(µT 0 − µ∇Φ) · n = −b, on ΓBΦ
, (2.504)

(νo∇×A + I)× nc + (ν∇×A)× nA = 0, on ΓncA
, (2.505)

(νo∇ ·A)nc + (ν∇ ·A)nA = 0, on ΓncA
, (2.506)

−
(

σ
∂A

∂t
+ σ∇V

)
· nc = 0, on ΓncA

, (2.507)

nc ×A + nn ×A = 0, on ΓncA
, (2.508)

A · nc + A · nn = 0, on ΓncA
, (2.509)

(νo∇×A + I)× nc + (T 0 −∇Φ)× nΦ = 0, on ΓncΦ
, (2.510)

(∇×A) · nA + (µT 0 − µ∇Φ) · nΦ = 0, on ΓncΦ
, (2.511)

−
(

σ
∂A

∂t
+ σ∇V

)
· nc = 0, on ΓncΦ

, (2.512)

A · nc = 0, on ΓncΦ
, (2.513)

(ν∇×A)× nA + (T 0 −∇Φ)× nΦ = 0, on ΓA,Φ, (2.514)

(∇×A) · nA + (µT 0 − µ∇Φ) · nΦ = 0, on ΓA,Φ, (2.515)

A · nA = 0, on ΓA,Φ. (2.516)

M. The ungaugedA, V −A− Φ formulation

Applying the same notations and theory, presented in the last item, the summarized
equations of the gauged version can be set up, but the impressed current vector potential
T 0 is used to representJ0, seeFig. 2.18.

The equations to be used are (2.294)–(2.299), (2.228)–(2.230) and (2.160)–(2.162)
in the subregionΩc, ΩnA

and ΩnΦ
, respectively, which must be completed by some

continuity equations and boundary conditions defined onΓncΦ
(see (2.486)–(2.488)), on

ΓncA
(see (2.371)–(2.373)) and onΓA,Φ (see (2.514) and (2.515)).

Finally, the system of equations of the ungaugedA, V −A − Φ formulation are as
follows:

∇× (νo∇×A) + σ
∂A

∂t
+ σ∇V = −∇× I, in Ωc, (2.517)

−∇ ·
(

σ
∂A

∂t
+ σ∇V

)
= 0, in Ωc, (2.518)

∇× (ν∇×A) = ∇× T 0, in ΩnA
, (2.519)

−∇ · (µ∇Φ) = −∇ · (µT 0), in ΩnΦ
, (2.520)
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(νo∇×A + I)× n = 0, on ΓHc
, (2.521)

−
(

σ
∂A

∂t
+ σ∇V

)
· n = 0, on ΓHc

, (2.522)

(ν∇×A)× n = K, on ΓHA
, (2.523)

Φ = Φ0, on ΓHΦ
, (2.524)

n×A = 0, on ΓE , (2.525)

V = V0, on ΓE , (2.526)

n×A = α, on ΓBA
, (2.527)

(µT 0 − µ∇Φ) · n = −b, on ΓBΦ
, (2.528)

(νo∇×A + I)× nc + (ν∇×A)× nA = 0, on ΓncA
, (2.529)

−
(

σ
∂A

∂t
+ σ∇V

)
· nc = 0, on ΓncA

, (2.530)

nc ×A + nn ×A = 0, on ΓncA
, (2.531)

(νo∇×A + I)× nc + (T 0 −∇Φ)× nΦ = 0, on ΓncΦ
, (2.532)

(∇×A) · nA + (µT 0 − µ∇Φ) · nΦ = 0, on ΓncΦ
, (2.533)

−
(

σ
∂A

∂t
+ σ∇V

)
· nc = 0, on ΓncΦ

, (2.534)

(ν∇×A)× nA + (T 0 −∇Φ)× nΦ = 0, on ΓA,Φ, (2.535)

(∇×A) · nA + µ (T 0 −∇Φ) · nΦ = 0, on ΓA,Φ. (2.536)



3 Weak formulation of nonlinear
static and eddy current field
problems

There are several methods to solve the partial differentialequations of the electromagnetic
fields based on theweighted residual method[42]. The first group is based on the direct
form of the weighted residual method, as the finite difference method [29, 42, 52, 84] or
the classical Galerkin technique [42]. The weak form of the weighted residual method
results in the variational method [41] and the finite elementmethod [11,12,19,46,52,59,
68, 71, 77, 78, 94, 95], finally the boundary element method [16] and Trefftz method [42]
are coming from the inverse form of the weighted residual method.

The numerical analysis of electromagnetic field problems with the aid of the Finite
Element Method (FEM) has been one of the main directions of research in computational
electromagnetics [11,12,19,46,52,59,68,71,77,78,94,95]. This is the most widely used
technique to approximate the solution of the partial differential equations. The basis of
this extensively studied method is the weak formulation of partial differential equations,
which also will be presented in this chapter, especially formagnetostatics and for eddy
current fields as well as the potential formulations of thesefields.

FEM is presented in the next chapter.

3.1 The weighted residual and Galerkin’s method

This section presents theweighted residual method, which is a family of methods for
solving partial differential equations. We are focusing only on the partial differential
equations obtained from the static magnetic field problems and from the eddy current field
problems. The application ofGalerkin’s methodto solve partial differential equations is
one possibility, however, it is the most widely used technique. The finite element method
is based on the Galerkin’s method of the weighted residual method [3,5,11–13,19,21,28,
41–43,46,52,59,68,71,77,78,81–83,94,95].
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The weighted residual method can be applied to minimizes theresidual of a partial
differential equation. The best approximation for the potentials can be obtained when
the integral of the residual of the partial differential equation multiplied by a weighting
function over the problem domain is equal to zero. The weighting function can be
arbitrary, but in Galerkin’s method, the weighting functions are selected to be the same as
those used for expansion of the approximate solution.

3.1.1 Differential equations in electromagnetic field computation

The order of partial differential equations in electromagnetic field computation problems
is two. Generally these equations have the form

−∇ · [c∇Φ(r, t)] + d
∂Φ(r, t)

∂t
+ e

∂2Φ(r, t)

∂t2
= f(r, t), (3.1)

or

∇× [c∇×A(r, t)]−∇[c∇·A(r, t)]+d
∂A(r, t)

∂t
+e

∂2A(r, t)

∂t2
=F (r, t), (3.2)

or

∇× [c∇×A(r, t)] + d
∂A(r, t)

∂t
+ e

∂2A(r, t)

∂t2
= F (r, t). (3.3)

Herec, d ande are known parameters of the medium to be analyzed, which can be linear
or nonlinear. Functionsf(r, t) andF (r, t) are known source terms. The unknown scalar
functionΦ(r, t) and the unknown vector functionA(r, t) are depending on spacer and
time t as well.

According to the parametersc, d ande, the following three groups of partial differential
equations can be formulated in the analyzed domainΩ: elliptic, parabolic and hyperbolic
type partial differential equation.

Theelliptic type partial differential equationshave the form (d = e = 0)

−∇ · [c∇Φ(r, t)] = f(r, t), in Ω, (3.4)

or

∇× [c∇×A(r, t)]−∇[c∇ ·A(r, t)] = F (r, t), in Ω, (3.5)

or

∇× [c∇×A(r, t)] = F (r, t), in Ω. (3.6)

The first one is the Poisson equation of static fields. Iff(r, t) = 0, then Laplace equation
can be obtained.

Theparabolic type partial differential equationsrepresent the diffusion equation (in
this casee = 0),

−∇ · [c∇Φ(r, t)] + d
∂Φ(r, t)

∂t
= f(r, t), in Ω, (3.7)

or
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∇× [c∇×A(r, t)]−∇[c∇ ·A(r, t)] + d
∂A(r, t)

∂t
= F (r, t), in Ω, (3.8)

or

∇× [c∇×A(r, t)] + d
∂A(r, t)

∂t
= F (r, t), in Ω. (3.9)

Finally, wave equation is ahyperbolic type partial differential equation(d = 0),

−∇ · [c∇Φ(r, t)] + e
∂2Φ(r, t)

∂t2
= f(r, t), in Ω, (3.10)

or

∇× [c∇×A(r, t)]−∇[c∇·A(r, t)] + e
∂2A(r, t)

∂t2
= F (r, t), in Ω, (3.11)

or

∇× [c∇×A(r, t)] + e
∂2A(r, t)

∂t2
= F (r, t), in Ω. (3.12)

Only the elliptic and the parabolic partial differential equations of the scalar function
and of the vector function will be presented in this book, because they represent the static
magnetic field and the eddy current field problems.

The following shorter notations will be used below:Φ = Φ(r, t), A = A(r, t),
f = f(r, t) andF = F (r, t).

The left-hand side of the above partial differential equations is usually called the
differential operator of the actually used potential function.

The partial differential equations are usually given in thedomainΩ, which has a
boundary,Γ = ∂Ω. As it was presented in the previous section, there are Dirichlet and
Neumann type boundary conditions on the disjunct parts of the boundary. Here,ΓD and
ΓN are the two parts of the boundary where Dirichlet and Neumannboundary conditions
are prescribed, respectively andΓ = ΓD ∪ ΓN .

Dirichlet boundary conditionis specified onΓD, i.e.

Φ = g, or n×A = G, or A · n = G, on ΓD. (3.13)

Here, the functionsg = g(r, t), G = G(r, t) andG = G(r, t) are known on the part of
boundary,ΓD. Heren is the outer normal unit vector of the domainΩ.

Neumann boundary conditionis given on the restΓN ,

(c∇Φ) · n = c
∂Φ

∂n
= h, or (c∇×A)× n = H,

or c∇ ·A = H, on ΓN .
(3.14)

Here, the functionsh = h(r, t), H = H(r, t) andH = H(r, t) are known on the
boundary partΓN .
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3.1.2 The weighted residual method

A. Weighted residual of elliptic differential equations with scalar potential

The potential functionΦ can be approximated by a functioñΦ, i.e. Φ ≃ Φ̃, but this
function does not satisfy the differential equation exactly, however, it is possible to select
a functionΦ̃, which satisfies Dirichlet boundary conditions exactly (see next sections).

The weighted residual method is based on theinner productof the differential operator
of the partial differential equation and a weighting functionN = N(r), defined as

< N,PDE >=

∫

Ω

N [−∇ · (c∇Φ)] dΩ. (3.15)

In this caseN is a real function. Using the identity∇ · (ϕv) = v · ∇ϕ + ϕ∇ · v and
ϕ = N andv = c∇Φ, the inner product has the form

−
∫

Ω

N∇ · (c∇Φ)dΩ =

∫

Ω

c∇Φ · ∇N dΩ−
∮

Γ

N(c∇Φ · n) dΓ. (3.16)

Let us determine the following inner product in the same way:

−
∫

Ω

Φ∇ · (c∇N) dΩ =

∫

Ω

c∇Φ · ∇N dΩ−
∮

Γ

Φ(c∇N · n) dΓ, (3.17)

i.e. Φ andN are replaced, then

−
∫

Ω

N∇ · (c∇Φ)dΩ = −
∫

Ω

Φ∇ · (c∇N) dΩ

+

∮

Γ

[Φ(c∇N · n)−N(c∇Φ · n)] dΓ,

(3.18)

because the first integrals on the right in (3.16) and in (3.17) are the same.
This relation is valid for the approximating trial functioñΦ as well,

−
∫

Ω

N∇ · (c∇Φ̃) dΩ = −
∫

Ω

Φ̃∇ · (c∇N) dΩ

+

∮

Γ

[
Φ̃(c∇N · n)−N(c∇Φ̃ · n)

]
dΓ.

(3.19)

By subtracting equation (3.18) from (3.19) and applying thedefinition of elliptic
partial differential equation−∇ · (c∇Φ) = f , the following equation can be obtained:

∫

Ω

N
[
−∇ · (c∇Φ̃)− f

]
dΩ = −

∫

Ω

(Φ̃− Φ)∇ · (c∇N) dΩ

+

∮

Γ

{
(Φ̃− Φ)(c∇N · n)−N [c∇(Φ̃− Φ) · n]

}
dΓ.

(3.20)
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Let us denote the two disjunct segments of the boundary,
∫

Ω

N
[
−∇ · (c∇Φ̃)− f

]
dΩ = −

∫

Ω

(Φ̃− Φ)∇ · (c∇N) dΩ

+

∫

ΓD∪ΓN

{
(Φ̃−Φ)(c∇N ·n)−N [c∇(Φ̃−Φ)·n]

}
dΓ.

(3.21)

The potential functionΦ is prescribed onΓD, Φ = g and the normal component of the
gradient ofΦ is given onΓN , −∇Φ · n = h (see equations (3.13) and (3.14)). It is
possible to select the approximation function to satisfy Dirichlet condition exactly, but

N = 0, on ΓD (3.22)

should be specified in this case. These result in
∫

Ω

N
[
−∇ · (c∇Φ̃)− f

]
dΩ = −

∫

Ω

(Φ̃− Φ)∇ · (c∇N) dΩ

+

∫

ΓN

(Φ̃− Φ)(c∇N · n)dΓ−
∫

ΓN

N
[
(c∇Φ̃) · n− h

]
dΓ.

(3.23)

Supposing that the difference between the unknown potential function Φ and the
approximation functioñΦ is equal to zero, i.e. the first and the second integrals on the
right of (3.23) disappear, it results in

∫

Ω

N
[
−∇ · (c∇Φ̃)− f

]
dΩ+

∫

ΓN

N
[
(c∇Φ̃) · n− h

]
dΓ = 0. (3.24)

This is the sum of two terms, the first one is the inner product of the partial differential
equation and the weighting function, the second term is the Neumann type boundary
condition multiplied by the weighting function, integrated only onΓN . The Dirichlet
boundary condition can be specified by an appropriate selection of the approximation
function onΓD. This is called theweak formulationof elliptic differential equations with
scalar potential.

B. Weighted residual of elliptic differential equations with vector potential

The potential functionA can be approximated by a functioñA, i.e. A ≃ Ã, but this
function does not satisfy the differential equation exactly, however, it is possible to select
a functionÃ, which satisfies Dirichlet boundary conditions exactly (see next sections).

Let us first determine the inner product of the differential operator and a weighting
functionW = W (r),

< W ,PDE >=

∫

Ω

W · [∇× (c∇×A)−∇(c∇ ·A)] dΩ. (3.25)

Here,W is a real function. Using the identity

∇ · (u× v) = v · ∇ × u− u · ∇ × v (3.26)
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with u = c∇×A andv = W , moreover the relation

∇ · (ϕv) = v · ∇ϕ + ϕ∇ · v, (3.27)

with ϕ = c∇ ·A andv = W , the inner product has the form

∫

Ω

W · [∇× (c∇×A)−∇(c∇ ·A)] dΩ

=

∫

Ω

c∇×A · ∇ ×W dΩ +

∫

Ω

c∇ ·A∇ ·W dΩ

+

∮

Γ

[(c∇×A)×W ] · ndΓ−
∮

Γ

c∇ ·A (W · n) dΓ.

(3.28)

Let us next determine the following inner product in the sameway:

∫

Ω

A · [∇× (c∇×W )−∇(c∇ ·W )] dΩ

=

∫

Ω

c∇×A · ∇ ×W dΩ +

∫

Ω

c∇ ·A∇ ·W dΩ

+

∮

Γ

[(c∇×W )×A] · ndΓ−
∮

Γ

c∇ ·W (A · n) dΓ,

(3.29)

then

∫

Ω

W · [∇× (c∇×A)−∇(c∇ ·A)] dΩ

=

∫

Ω

A · [∇× (c∇×W )−∇(c∇ ·W )] dΩ

+

∮

Γ

[(c∇×A)×W ] · ndΓ−
∮

Γ

c∇ ·A (W · n) dΓ

−
∮

Γ

[(c∇×W )×A] · ndΓ +

∮

Γ

c∇ ·W (A · n) dΓ.

(3.30)

Applying the identity(a× b) ·n = (n×a) ·b = −(a×n) ·b in the first (a = c∇×A,
b = W ) and in the third (a = c∇×W , b = A) boundary integral terms, it results in

∫

Ω

W · [∇× (c∇×A)−∇(c∇ ·A)] dΩ

=

∫

Ω

A · [∇× (c∇×W )−∇(c∇ ·W )] dΩ

−
∮

Γ

[(c∇×A)× n] ·W dΓ−
∮

Γ

c∇ ·A (W · n) dΓ

+

∮

Γ

[(c∇×W )× n] ·A dΓ +

∮

Γ

c∇ ·W (A · n) dΓ.

(3.31)
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This relation is valid for the approximating trial functioñA as well,
∫

Ω

W · [∇× (c∇× Ã)−∇(c∇ · Ã)] dΩ

=

∫

Ω

Ã · [∇× (c∇×W )−∇(c∇ ·W )] dΩ

−
∮

Γ

[(c∇× Ã)× n] ·W dΓ−
∮

Γ

c∇ · Ã (W · n) dΓ

+

∮

Γ

[(c∇×W )× n] · Ã dΓ +

∮

Γ

c∇ ·W (Ã · n) dΓ.

(3.32)

By subtracting equation (3.31) from equation (3.32) and applying the definition of
elliptic partial differential equation∇ × (c∇ × A) − ∇(c∇ · A) = F , the following
equation can be obtained:

∫

Ω

W · [∇× (c∇× Ã)−∇(c∇ · Ã)− F ] dΩ

=

∫

Ω

(Ã−A) · [∇× (c∇×W )−∇(c∇ ·W )] dΩ

−
∮

Γ

{
[c∇× (Ã−A)]× n

}
·W dΓ−

∮

Γ

c∇ · (Ã−A) (W · n) dΓ

+

∮

Γ

[(c∇×W )× n] · (Ã−A) dΓ +

∮

Γ

c∇ ·W [(Ã−A) · n] dΓ.

(3.33)

The boundary can be split in two disjunct segments,Γ = ΓD ∪ ΓN . Dirichlet boundary
condition is prescribed only on the segment of the boundary surfaceΓD and Neumann
boundary condition is prescribed only on the segmentΓN .

The first and the second boundary integral terms contain Neumann type boundary
conditions,(c∇×A)×n = H, or c∇·A = H , respectively. The last boundary integral
terms contain Dirichlet type boundary conditions,n×A = G, or A · n = G. These are
coming from (3.13) and (3.14).

Dirichlet boundary conditions can be specified exactly by anappropriate selection of
the approximation function. In this case

n×W = 0, or W · n = 0, on ΓD (3.34)

must be specified.
Supposing that the difference between the unknown potential function A and the

approximation functionÃ is zero, i.e.

R(Ã, W ) =

∫

Ω

(Ã−A) · [∇× (c∇×W )−∇(c∇ ·W )] dΩ = 0, (3.35)

it results in the weak formulation of the elliptic differential equations with vector potential,
∫

Ω

W · [∇× (c∇× Ã)−∇(c∇ · Ã)− F ] dΩ

+

∫

ΓN

[(c∇× Ã)× n−H ] ·W dΓ +

∫

ΓN

(c∇ · Ã−H) (W ·n) dΓ = 0.

(3.36)
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The first term is the inner product of the partial differential equation and the weighting
function, the second and third terms are the Neumann type boundary conditions multiplied
by the weighting function, integrated only onΓN . Dirichlet boundary conditions can be
approximated exactly onΓD.

The above formulation is valid if the gauged vector potential is used. The formulation
of ungauged vector potential is as follows:

∫

Ω

W · [∇× (c∇× Ã)− F ] dΩ

+

∫

ΓN

[(c∇× Ã)× n−H] ·W dΓ = 0,

(3.37)

because the form of partial differential equation is the following:∇× (c∇×A) = F .

C. Weighted residual of parabolic differential equations

As it is presented in the last section, the partial differential equations of a transient eddy
current field problem has some terms containing time derivative of the potentials. These
terms are appended to the integrand of the weighted residual, however, additional initial
conditions must be specified as

Φ(t = 0) = Φ0, and A(t = 0) = A0. (3.38)

3.2 Approximation of unknown functions and weighting
functions

In the previous section, we have defined the weighted residual of the static magnetic field
problem and the eddy current field problem, but we have not introduced the approximating
functions and the weighting functions, yet [5,11–13,19,42,46,52,59,68,71,77,78,94,95].

The approximating scalar and vector potential functions and the scalar and vector
weighting functions are selected as

Φ(r, t) ≃ Φ̃(r, t) =

I∑

i=1

Qi(r)ϕi(t), A(r, t) ≃ Ã(r, t)

J∑

j=1

Qj(r) aj(t), (3.39)

and

N(r) =
K∑

k=1

Pk(r) bk, W (r) =
L∑

l=1

P l(r) cl, (3.40)

whereQi(r), Qj(r), Pk(r) and P l(r) are the basis functions of the approximation,
ϕi(t), aj(t), bk andcl are the unknown coefficients, which must be determined.

This is the most general form of approximation and weightingfunction. According
to the selection of the basis functions, the weighted residual method results in several
technique.
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The weighted residual method has three forms as it is shown inFig. 3.1,

(i) the direct form,

(ii ) the weak form,

(iii ) the inverse form.

Applying the direct form of the weighted residual method, i.e. using directly e.g.
(3.24), (3.36) or (3.37) and the formulations in (3.39) and (3.40) results in a system
of linear equations, which solution gives the unknown coefficientsϕi(t) or aj(t) of
the approximating potential functions. The finite difference method and the general

Direct form

Weak form

Inverse form

Bubnov–Galerkin

methods

Moment and finite

difference methods

Finite element method General weak form

Trefftz method
Boundary element

method

Q = P, Q = P Q 6= P, Q 6= P

Fig. 3.1. The numerical field analysis methods
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Bubnov–Galerkin method belong to this group. The finite difference method is a popular
and widely used technique. The disadvantage of this form is that the basis functions must
be differentiated twice, because the differential operator is a second order one.

Theweak formulationof the weighted residual method can be obtained when applying
the rule of integration by parts to decrease the order of the differential operator in the inner
product. This means that the order of approximating function can be just one. The finite
element method or the general weak form can be derived from this group of the weighted
residual method, moreover the weak formulation of static magnetic field problems and
eddy current field problems is presented in the next section.In the case of finite element
method, the weighting function and the basis function of theapproximating function are
the same.

The boundary element method and the Trefftz method are basedon theinverse form
of partial differential equations. In this situation, the weighting function is a solution of
the homogeneous partial differential equation.

Further analysis of the direct form and the inverse form is out of scope of this book,
since we are focusing on the weak formulation, which is the way to the Finite Element
Method.

3.3 The weak formulation with Galerkin’s method

The finite element method use the the weak formulation withGalerkin’s methodwhen
the basis functions of the approximating function and the weighting function are the
same. Here, the weak formulations of the potential formulations according to Galerkin’s
method are presented, which are appropriate in the finite element method. In the following
N = N(r) denotes the scalar weighting function as well as the basis functions of
approximating function andW = W (r) denotes the vector weighting function as well
as the basis functions of approximating function [5,11–13,19,42,46,52,59,68,71,77,78,
94,95].

Scalar potentialsΦ = Φ(r), or Φ = Φ(r, t) are approximated by an expansion in
terms ofI elements of an entire function setNi,

Φ ≃ Φ̃ = ΦD +

I∑

i=1

NiΦi, (3.41)

whereΦD satisfies the prescribed non homogeneousDirichlet type boundary conditions,

ΦD = g, on ΓD, (3.42)

that is why the elements of the function set must prescribe homogeneous Dirichlet type
boundary condition,

Ni = 0, on ΓD. (3.43)

Finally, non homogeneous Dirichlet boundary conditions can be prescribed directly by
the help of the functionΦD.
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Vector potentialsA = A(r), or A = A(r, t) are approximated by an expansion in
terms ofJ elements of an entire function setW j ,

A ≃ Ã = AD +

J∑

j=1

W jAj , (3.44)

whereAD satisfies the prescribed non homogeneous Dirichlet boundary conditions,

n×AD = G, or AD · n = G, on ΓD, (3.45)

that is why the elements of the function set must prescribe homogeneous Dirichlet type
boundary condition,

n×W j = 0, or W j · n = 0, on ΓD. (3.46)

Finally, non homogeneous Dirichlet type boundary conditions can be prescribed directly
by the help ofAD.

Shape functionsNi andW j are the elements of an entire function set, which can be
defined in many ways. The definition of these elements are presented in chapter 3.3.18.

In the following Φ̃, Ψ̃, Ã, Ṽ (ṽ) and T̃ will denote the approximated unknown
potential functions.

3.3.1 The reduced magnetic scalar potential, theΦ-formulation

The weak formulation of the partial differential equation (2.160) and the Neumann type
boundary condition (2.162) can be written as

∫

Ω

Nk∇· (µo∇Φ̃) dΩ +

∫

ΓB

Nk

(
b + µoT̃ 0 · n− µo∇Φ̃ · n + R̃·n

)
dΓ

=

∫

Ω

Nk∇· (µoT̃ 0) dΩ +

∫

Ω

Nk∇ · R̃dΩ, k = 1, · · · , I,

(3.47)

where

Nk = 0, on ΓH . (3.48)

The second order derivative in the first integral can be reduced to first order by using the
identity

∇ · (ϕv) = v · ∇ϕ + ϕ∇ · v (3.49)

with the notationsϕ = Nk andv = µo∇Φ̃ and the Gauss’ theorem

−
∫

Ω

µo∇Nk · ∇Φ̃ dΩ +

∮

Γ

µoNk∇Φ̃ · ndΓ

+

∫

ΓB

Nk

(
b + µoT̃ 0 · n− µo∇Φ̃ · n + R̃ · n

)
dΓ =

−
∫

Ω

µo∇Nk · T̃ 0 dΩ +

∮

Γ

µoNkT̃ 0 · ndΓ

−
∫

Ω

∇Nk · R̃ dΩ +

∮

Γ

NkR̃ · ndΓ,

(3.50)
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where the right-hand side has been modified with notationsϕ = Nk andv = µoT̃ 0 and
v = R̃, too. The boundary integrals on the right-hand side are valid over the boundary of
the whole problem regionΓ = ΓH ∪ ΓB, i.e.

−
∫

Ω

µo∇Nk · ∇Φ̃ dΩ +

∫

ΓH∪ΓB

µoNk∇Φ̃ · ndΓ

+

∫

ΓB

Nk

(
b + µoT̃ 0 · n− µo∇Φ̃ · n + R̃ · n

)
dΓ =

−
∫

Ω

µo∇Nk · T̃ 0 dΩ +

∫

ΓH∪ΓB

µoNkT̃ 0 · ndΓ

−
∫

Ω

∇Nk · R̃ dΩ +

∫

ΓH∪ΓB

NkR̃ · ndΓ.

(3.51)

It is easy to see that the termsµoT̃ 0·n, µo∇Φ̃·n andR̃·n on the partΓB are disappearing,

−
∫

Ω

µo∇Nk · ∇Φ̃ dΩ +

∫

ΓH

µoNk∇Φ̃ · ndΓ +

∫

ΓB

Nkb dΓ =

−
∫

Ω

µo∇Nk · T̃ 0 dΩ +

∫

ΓH

µoNkT̃ 0 · ndΓ

−
∫

Ω

∇Nk · R̃ dΩ +

∫

ΓH

NkR̃ · ndΓ.

(3.52)

On the rest part of the boundaryΓH , the shape functionNk is equal to zero because of
Dirichlet type boundary condition (2.161).

Finally, the following weak form can be obtained for theΦ-formulation (k = 1, · · · , I):
∫

Ω

µo∇Nk · ∇Φ̃ dΩ =

∫

Ω

µo∇Nk · T̃ 0 dΩ +

∫

Ω

∇Nk · R̃ dΩ +

∫

ΓB

Nkb dΓ. (3.53)

3.3.2 Combination of magnetic scalar potentials,Φ−Ψ-formulation

The partial differential equation (2.177) inΩΦ, the partial differential equation (2.178) in
ΩΨ, the Neumann type boundary conditions (2.181) and (2.182) on ΓBΦ

∪ ΓBΨ
and the

interface condition (2.184) onΓΦ,Ψ can be summarized in the following formula:
∫

ΩΦ

Nk∇ · (µ∇Φ̃) dΩ +

∫

ΩΨ

Nk∇ · (µo∇Ψ̃) dΩ

+

∫

ΓBΦ

Nk

(
b + µT̃ 0 · n− µ∇Φ̃ · n

)
dΓ

+

∫

ΓBΨ

Nk

(
b− µo∇Ψ̃ · n + R̃ · n

)
dΓ

+

∫

ΓΦ,Ψ

Nk

[
(µT̃ 0 − µ∇Φ̃) · nΦ + (−µo∇Ψ̃ + R̃) · nΨ

]
dΓ

=

∫

ΩΦ

Nk∇ · (µT̃ 0) dΩ +

∫

ΩΨ

Nk∇ · R̃ dΩ, k = 1, · · · , I.

(3.54)
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Here

Nk = 0, on ΓHΦ
∪ ΓHΨ

. (3.55)

The second order derivatives in the first and in the second integrals can be reduced to first
order and the right-hand side can also be manipulated by using the identity

∇ · (ϕv) = v · ∇ϕ + ϕ∇ · v (3.56)

with the notationsϕ = Nk andv = µ∇Φ̃, thenϕ = Nk andv = µo∇Ψ̃, moreover
ϕ = Nk andv = µT̃ 0, finally ϕ = Nk andv = R̃ and the Gauss’ theorem

−
∫

ΩΦ

µ∇Nk · ∇Φ̃ dΩ +

∫

ΓHΦ
∪ΓBΦ

∪ΓΦ,Ψ

µNk∇Φ̃ · nΦ dΓ

−
∫

ΩΨ

µo∇Nk · ∇Ψ̃ dΩ +

∫

ΓHΨ
∪ΓBΨ

∪ΓΦ,Ψ

µoNk∇Ψ̃ · nΨ dΓ

+

∫

ΓBΦ

Nk

(
b + µT̃ 0 · nΦ − µ∇Φ̃ · nΦ

)
dΓ

+

∫

ΓBΨ

Nk

(
b− µo∇Ψ̃ · nΨ + R̃ · nΨ

)
dΓ

+

∫

ΓΦ,Ψ

Nk

[
(µT̃ 0 − µ∇Φ̃) · nΦ + (−µo∇Ψ̃ + R̃) · nΨ

]
dΓ =

−
∫

ΩΦ

µ∇Nk · T̃ 0 dΩ +

∫

ΓHΦ
∪ΓBΦ

∪ΓΦ,Ψ

µNkT̃ 0 · nΦ dΓ

−
∫

ΩΨ

∇Nk · R̃dΩ +

∫

ΓHΨ
∪ΓBΨ

∪ΓΦ,Ψ

NkR̃ · nΨ dΓ.

(3.57)

Here the orientation of normal unit vectors is also indicated, i.e. nΦ is pointing outward
the subregionΩΦ andnΨ is pointing outward the subregionΩΨ (seeFig. 2.14).

The termsµT̃ 0 · nΦ, µ∇Φ̃ · nΦ, µo∇Ψ̃ · nΨ andR̃ · nΨ on ΓBΦ
and onΓBΨ

are
disappearing in the boundary integral terms. All the terms on ΓΦ,Ψ have also pairs in the
first, second and in the last two surface integrals. The rest parts areΓH type boundaries
where Dirichlet type boundary condition is prescribed, that is why Nk = 0 can be
supposed there.

Finally the weak formulation of theΦ−Ψ-formulation can be written as

∫

ΩΦ

µ∇Nk · ∇Φ̃ dΩ +

∫

ΩΨ

µo∇Nk · ∇Ψ̃ dΩ

=

∫

ΩΦ

µ∇Nk · T̃ 0 dΩ +

∫

ΩΨ

∇Nk · R̃dΩ +

∫

ΓBΦ
∪ΓBΨ

Nkb dΓ,
(3.58)

wherek = 1, · · · , I.
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3.3.3 The magnetic vector potential, theA-formulation with implicit
enforcement of Coulomb gauge

The weak formulation is built up by using the partial differential equation (2.223) and the
Neumann type boundary conditions (2.224) and (2.227). The weak formulation is,

∫

Ω

W k ·
[
∇× (νo∇× Ã)−∇(νo∇ · Ã)

]
dΩ

+

∫

ΓH

W k ·
[(

νo∇× Ã + Ĩ
)
×n−K

]
dΓ

+

∫

ΓB

ν0∇ · Ã (W k · n) dΓ =

∫

Ω

W k · J0 dΩ−
∫

Ω

W k · (∇× Ĩ) dΩ,

(3.59)

where

n×W k = 0, on ΓB, (3.60)

and

W k · n = 0, on ΓH , (3.61)

wherek = 1, · · · , J . The second order derivatives in the first integral can be reduced to
first order one and the last integral can be reformulated by using the following identities:

∇ · (ϕv) = v · ∇ϕ + ϕ∇ · v, (3.62)

and

∇ · (u× v) = v · ∇ × u− u · ∇ × v, (3.63)

with the notationsϕ = νo∇Ã, v = W k, u = νo∇ × Ã andu = Ĩ and the Gauss’
theorem, i.e.

∫

Ω

[
νo (∇×W k) ·

(
∇× Ã

)
+ νo∇ ·W k∇ · Ã

]
dΩ

+

∫

ΓH∪ΓB

[(
νo∇× Ã

)
×W k

]
· ndΓ−

∫

ΓH∪ΓB

νo∇·Ã (W k ·n) dΓ

+

∫

ΓH

W k ·
[(

νo∇× Ã + Ĩ
)
× n−K

]
dΓ +

∫

ΓB

νo∇·Ã (W k · n) dΓ

=

∫

Ω

W k · J0 dΩ−
∫

Ω

(∇×W k) · Ĩ dΩ−
∫

ΓH∪ΓB

(Ĩ ×W k) · ndΓ.

(3.64)

The first surface integral can be reformulated according to
[(

νo∇× Ã
)
×W k

]
· n =

[
n×

(
νo∇× Ã

)]
·W k

= −W k ·
[(

νo∇× Ã
)
× n

]
.

(3.65)
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The last integral can be rearranged by using the identity

−(Ĩ ×W k) · n = −(n× Ĩ) ·W k = W k · (Ĩ × n), (3.66)

i.e. ∫

Ω

[
νo (∇×W k) ·

(
∇× Ã

)
+ νo∇ ·W k∇ · Ã

]
dΩ

−
∫

ΓH∪ΓB

W k ·
[(

νo∇× Ã
)
× n

]
dΓ−

∫

ΓH∪ΓB

νo∇·Ã (W k · n) dΓ

+

∫

ΓH

W k ·
[(

νo∇× Ã + Ĩ
)
× n−K

]
dΓ +

∫

ΓB

νo∇·Ã (W k · n) dΓ

=

∫

Ω

W k · J0 dΩ−
∫

Ω

(∇×W k) · Ĩ dΩ +

∫

ΓH∪ΓB

W k · (Ĩ × n) dΓ.

(3.67)

Now, it is easy to see that the first and the last surface integrals are vanishing onΓH . On
the restΓB, the Dirichlet boundary condition (2.226) must be satisfied, i.e.n×W k = 0

and
[(

νo∇× Ã
)
×W k

]
· n = [W k × n] ·

(
νo∇× Ã

)

=− [n×W k] ·
(
νo∇× Ã

)
.

(3.68)

This is the reason why the first and the last boundary integralterms can be eliminated.
It is evident that the second boundary integral is vanishingon ΓB (because of the fourth
boundary integral term) and it is equal to zero on the rest part of the boundary because of
the Dirichlet boundary condition (2.225), soW k · n = 0 onΓH .

Finally, the following weak formulation can be given to theA-formulation appended
by the implicit Coulomb gauge enforcement:

∫

Ω

[
νo (∇×W k) ·

(
∇× Ã

)
+ νo∇ ·W k∇ · Ã

]
dΩ

=

∫

Ω

W k · J0 dΩ +

∫

ΓH

W k ·K dΓ−
∫

Ω

(∇×W k) · Ĩ dΩ,

(3.69)

wherek = 1, · · · , J .

3.3.4 The magnetic vector potential, theA-formulation with a
numerical technique, which is not sensitive to Coulomb gauge

The partial differential equation (2.228) and the Neumann boundary condition (2.229) can
be summarized in∫

Ω

W k ·
[
∇× (νo∇× Ã)

]
dΩ

+

∫

ΓH

W k ·
[(

νo∇× Ã + Ĩ
)
× n−K

]
dΓ

=

∫

Ω

W k ·
(
∇× T̃ 0

)
dΩ−

∫

Ω

W k ·
(
∇× Ĩ

)
dΩ, k = 1, · · · , J.

(3.70)
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Here

n×W k = 0, on ΓB. (3.71)

The second order derivative in the first integral can be reduced to first order one by using
the identity

∇ · (u× v) = v · ∇ × u− u · ∇ × v, (3.72)

with the notationsv = W k andu = ν∇× Ã. The right-hand side can also be simplified
by applying the same identity with the notationsv = W k, u = T̃ 0 andu = Ĩ. After
using Gauss’ theorem the following equation can be obtained:

∫

Ω

νo (∇×W k) ·
(
∇× Ã

)
dΩ +

∫

ΓH∪ΓB

[(
νo∇× Ã

)
×W k

]
·ndΓ

+

∫

ΓH

W k ·
[(

νo∇× Ã + Ĩ
)
× n−K

]
dΓ

=

∫

Ω

(∇×W k) · T̃ 0 dΩ +

∫

ΓH∪ΓB

(
T̃ 0 ×W k

)
· ndΓ

−
∫

Ω

(∇×W k) · Ĩ dΩ

−
∫

ΓH∪ΓB

(
Ĩ ×W k

)
· n dΓ.

(3.73)

The first boundary integral can be eliminated by the procedure applied in equations above
(3.65)–(3.68). The integrand of the boundary integral termremained on the right-hand
side can be rewritten in the following forms:

(
T̃ 0 ×W k

)
·n=

(
n× T̃ 0

)
·W k =(W k× n)· T̃ 0 =− (n×W k)·T̃ 0. (3.74)

The second one is equal to zero onΓH , because the tangential component of the impressed
current vector potential is vanishing there, the last one isuseful on the restΓB of the
boundary, because of the Dirichlet type boundary condition(2.230). As a consequence of
these manipulations, the boundary integral terms can be eliminated.

Finally, the weak formulation of theA-formulation, which must be realized by a
numerical technique, which is not sensitive to Coulomb gauge is as follows:

∫

Ω

νo (∇×W k) ·
(
∇× Ã

)
dΩ =

∫

Ω

(∇×W k) · T̃ 0 dΩ

+

∫

ΓH

W k ·K dΓ−
∫

Ω

(∇×W k) · Ĩ dΩ, k = 1, · · · , J.

(3.75)

It is possible to select the impressed current vector potential T̃ 0 such that it satisfies
the Dirichlet boundary condition

T̃ 0 × n = K, on ΓH . (3.76)
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In this case the according boundary integral term on the right-hand side on the boundary
partΓH can be reformulated as

∫

ΓH

(T̃ 0 ×W k) · ndΓ =

∫

ΓH

(n× T̃ 0) ·W k dΓ =

−
∫

ΓH

(T̃ 0 × n) ·W k dΓ = −
∫

ΓH

K ·W k dΓ,

(3.77)

i.e. the weak formulation of the ungaugedA-formulation can be written as,
∫

Ω

νo (∇×W k) ·
(
∇× Ã

)
dΩ =

∫

Ω

(∇×W k) · T̃ 0 dΩ

−
∫

Ω

(∇×W k) · Ĩ dΩ,

(3.78)

wherek = 1, · · · , J .

3.3.5 Combination of the magnetic vector potential and the magnetic
scalar potential, theA− Φ-formulation

There are two unknown potentials in this formulation, themagnetic vector potentialA in
the iron region and thereduced magnetic scalar potentialΦ in the air region, that is why
two equations must be realized. The first is coming from the region ΩA, the second is
from the regionΩΦ, but the two equations are coupled through the interfaceΓA,Φ. It is
important to note that the resulting system of equations should be symmetric.

The first weak formulation is based on the partial differential equation (2.231), on the
Neumann boundary conditions (2.233), (2.236) and on the vector type interface condition
(2.239). The integral equation is very similar to (3.59),

∫

ΩA

W k ·
[
∇× (νo∇× Ã)−∇(νo∇ · Ã)

]
dΩ

+

∫

ΓHA

W k ·
[(

νo∇× Ã + Ĩ
)
× n−K

]
dΓ +

∫

ΓBA

νo∇·Ã (W k · n) dΓ

+

∫

ΓA,Φ

W k ·
[
(νo∇× Ã + Ĩ)× nA +

(
T̃ 0 −∇Φ̃

)
× nΦ

]
dΓ =

−
∫

ΩA

W k ·
(
∇× Ĩ

)
dΩ, k = 1, · · · , J,

(3.79)

where

n×W k = 0, on ΓBA
, (3.80)

and

W k · n = 0, on ΓHA
∪ ΓA,Φ. (3.81)
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Obtaining the weak form of this weak formulation is very similar to the manipulations
starting on page 78. After applying the identities (3.62), (3.63), (3.65) and (3.66), the
following equation can be obtained:

∫

ΩA

[
νo (∇×W k) ·

(
∇× Ã

)
+ νo∇ ·W k∇ · Ã

]
dΩ

−
∫

ΓHA
∪ΓBA

∪ΓA,Φ

W k ·
[(

νo∇× Ã
)
× n

]
dΓ

−
∫

ΓHA
∪ΓBA

∪ΓA,Φ

νo∇·Ã (W k ·n) dΓ

+

∫

ΓHA

W k ·
[(

νo∇× Ã + Ĩ
)
× n−K

]
dΓ

+

∫

ΓBA

νo∇ · Ã (W k · n) dΓ

+

∫

ΓA,Φ

W k ·
[
(νo∇× Ã + Ĩ)× nA +

(
T̃ 0 −∇Φ̃

)
× nΦ

]
dΓ =

−
∫

ΩA

(∇×W k) · ĨdΩ +

∫

ΓHA
∪ΓBA

∪ΓA,Φ

W k · (Ĩ × n)dΓ.

(3.82)

The boundary of the regionΩA is ∂ΩA = ΓHA
∪ ΓBA

∪ ΓA,Φ (seeFig. 2.15). It should
be noted that the normal unit vectorn in the first and in the second boundary integral
terms must be replaced bynA on the interfaceΓA,Φ. The first boundary integral is
vanishing on the partΓHA

and onΓA,Φ according to the third and to the last boundary
integral terms on the left-hand side, moreover it is equal tozero according to the Dirichlet
boundary condition (2.235) onΓBA

. The second boundary integral term is vanishing
on ΓBA

, because of the fourth boundary integral term and it is equalto zero on the rest
partΓHA

∪ ΓA,Φ because the Dirichlet boundary conditions (2.234) and (2.241) must be
satisfied there. The term in the third and in the fifth boundaryintegrals according to the
nonlinear residual̃I are vanishing because of the same terms in the last boundary integral.
The last integral is equal to zero onΓBA

since (2.235) is prescribed there.
Finally, the following equation can be written:

∫

ΩA

[
νo (∇×W k) ·

(
∇× Ã

)
+ νo∇ ·W k∇ · Ã

]
dΩ

−
∫

ΓA,Φ

W k ·
(
∇Φ̃× nΦ

)
dΓ

=

∫

ΓHA

W k ·K dΓ−
∫

ΓA,Φ

W k ·
(
T̃ 0 × nΦ

)
dΓ

−
∫

ΩA

(∇×W k) · ĨdΩ.

(3.83)

Unfortunately, this is not the final weak form. One more modification is necessary
because of symmetry, but this will be presented after the second weak form.
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The partial differential equation in (2.232), the Neumann type boundary condition
(2.238) and the interface condition with scalar type (2.240) build the second equation,
which is similar to (3.47),

∫

ΩΦ

Nk∇ · (µ∇Φ̃) dΩ +

∫

ΓBΦ

Nk

(
b + µT̃ 0 · n− µ∇Φ̃ · n

)
dΓ

+

∫

ΓA,Φ

Nk

[
(∇× Ã) · nA + µ

(
T̃ 0 −∇Φ̃

)
· nΦ

]
dΓ

=

∫

ΩΦ

Nk∇ · (µT̃ 0) dΩ,

(3.84)

where

Nk = 0, on ΓHΦ
, (3.85)

andk = 1, · · · , I. Obtaining the weak form is very similar to that on page 75. After
using the manipulations (3.49), (3.50) and (3.51), but supposing linear media inΩΦ, the
following equation can be obtained:

−
∫

ΩΦ

µ∇Nk · ∇Φ̃ dΩ +

∫

ΓHΦ
∪ΓBΦ

∪ΓA,Φ

µNk∇Φ̃ · ndΓ

+

∫

ΓBΦ

Nk

(
b + µT̃ 0 · n− µ∇Φ̃ · n

)
dΓ

+

∫

ΓA,Φ

Nk

[
(∇× Ã) · nA + µ

(
T̃ 0 −∇Φ̃

)
· nΦ

]
dΓ =

−
∫

ΩΦ

µ∇Nk · T̃ 0 dΩ +

∫

ΓHΦ
∪ΓBΦ

∪ΓA,Φ

µNkT̃ 0 · ndΓ.

(3.86)

The first surface integral is vanishing onΓBΦ
∪ ΓA,Φ, because of the same term with

opposite sign in the second and in the third surface integrals (of coursen = nΦ on
ΓA,Φ). The last surface integral is vanishing on the same part of the boundary according
to the second and the third boundary integrals. The first as well as the last surface integrals
are equal to zero on the rest partΓHΦ

, becauseNk = 0 there according to the Dirichlet
boundary condition (2.237). The result is as follows:

−
∫

ΩΦ

µ∇Nk · ∇Φ̃ dΩ +

∫

ΓA,Φ

Nk(∇× Ã) · nAdΓ =

−
∫

ΩΦ

µ∇Nk · T̃ 0 dΩ−
∫

ΓBΦ

Nkb dΓ.

(3.87)

It can be seen that the surface integral terms on the left-hand side of equations (3.83)
and (3.87) have no got the same format, however, – from the finite element point of
view – they should have. The surface integral term of (3.83) can be rewritten as

−
∫

ΓA,Φ

W k ·
(
∇Φ̃× nΦ

)
dΓ

=

∫

ΓA,Φ

W k ·
(
∇Φ̃× nA

)
dΓ =

∫

ΓA,Φ

nA ·
(
W k ×∇Φ̃

)
dΓ.

(3.88)
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The identity

∇× (ϕv) = ϕ∇× v − v ×∇ϕ (3.89)

should be applied as

n · [∇× (ϕv)] = ϕ[n · (∇× v)]− n · (v ×∇ϕ) (3.90)

with the notationsϕ = Φ̃ andv = W k, i.e.
∫

ΓA,Φ

nA ·
(
W k ×∇Φ̃

)
dΓ =

∫

ΓA,Φ

Φ̃[nA · (∇×W k)] dΓ

−
∫

C

Φ̃W k · dl,

(3.91)

where curveC is bounding the interface between theA-region and theΦ-region. If
this surface is closed (e.g. when symmetry planes are not taken into account), the curve
integral can be eliminated. Otherwise, the curveC meets with boundary type ofΓB

and/orΓH (Fig. 2.15). In the first case,n ×W k = 0, i.e. W k · dl = 0. In the second
caseΦ is given by (2.237), i.e.Φ = Φ0. Finally,

∫

C

Φ̃W k · dl =

∫

CH

Φ0W k · dl, (3.92)

whereCH denotes the path lying onΓA,Φ and meetingΓH .
The weak form the gaugedA− Φ-formulation can be collected as follows:

∫

ΩA

[
νo (∇×W k) ·

(
∇× Ã

)
+ νo∇ ·W k∇ · Ã

]
dΩ

+

∫

ΓA,Φ

Φ̃[(∇×W k) · nA] dΓ

=

∫

ΓHA

W k ·K dΓ +

∫

ΓA,Φ

W k ·
(
T̃ 0 × nA

)
dΓ

+

∫

CH

Φ0W k · dl

−
∫

ΩA

(∇×W k) · ĨdΩ,

(3.93)

wherek = 1, · · · , J and

−
∫

ΩΦ

µ∇Nk · ∇Φ̃ dΩ +

∫

ΓA,Φ

Nk(∇× Ã) · nAdΓ =

−
∫

ΩΦ

µ∇Nk · T̃ 0 dΩ−
∫

ΓBΦ

Nkb dΓ,

(3.94)

with k = 1, · · · , I.
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3.3.6 The gaugedT , Φ− Φ formulation

There are two unknown potentials in this formulation, the current vector potentialT in
the eddy current regionΩc and the reduced magnetic scalar potentialΦ in the whole
regionΩc ∪ Ωn, that is two equations must be worked out. These are coming from the
partial differential equations (2.316)–(2.318) and the boundary and interface conditions
(2.319)–(2.330). It is important to note that the resultingsystem of equations should be
symmetric.

The first weak formulation is based on the partial differential equation (2.316), on
the Neumann type boundary conditions (2.321), (2.323) and on the interface condition
(2.330),

∫

Ωc

W k ·
[
∇×

(
1

σ
∇× T̃

)
−∇

(
1

σ
∇ · T̃

)
+ µo

∂T̃

∂t
−µo∇

∂Φ̃

∂t

]
dΩ

+

∫

ΓHc∪Γnc

1

σ
∇ · T̃ (W k · n) dΓ +

∫

ΓE

W k ·
[(

1

σ
∇× T̃

)
× n

]
dΓ =

−
∫

Ωc

µoW k ·
∂T̃ 0

∂t
dΩ−

∫

Ωc

W k ·
∂R̃

∂t
dΩ, k = 1, · · · , J,

(3.95)

where

W k · n = 0, on ΓE , (3.96)

and

W k × n = 0, on ΓHc
∪ Γnc. (3.97)

The second order derivatives in the first integral can be reduced to first order one by using
the identity

∇ · (u× v) = v · ∇ × u− u · ∇ × v, (3.98)

with the notationsv = W k andu = 1/σ∇× T̃ and the identity

∇ · (ϕv) = v · ∇ϕ + ϕ∇ · v (3.99)

with the notationsϕ = 1/σ∇ · T̃ andv = W k also must be used. This results in
∫

Ωc

[
1

σ
(∇×W k) ·

(
∇× T̃

)
+

1

σ
∇ ·W k∇ · T̃

]
dΩ

+

∫

Ωc

[
µoW k ·

∂T̃

∂t
− µoW k · ∇

∂Φ̃

∂t

]
dΩ

+

∫

ΓE∪ΓHc∪Γnc

{[(
1

σ
∇× T̃

)
×W k

]
· n− 1

σ
∇ · T̃ (W k · n)

}
dΓ

+

∫

ΓHc∪Γnc

1

σ
∇ · T̃ (W k ·n) dΓ +

∫

ΓE

W k ·
[(

1

σ
∇× T̃

)
× n

]
dΓ =

−
∫

Ωc

µoW k ·
∂T̃ 0

∂t
dΩ−

∫

Ωc

W k ·
∂R̃

∂t
dΩ.

(3.100)
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The first and the last boundary integral terms on the left are vanishing on the boundary
partΓE . The first integrand of the first boundary integral term can bereformulated as

[(
1

σ
∇× T̃

)
×W k

]
· n

=

[
n×

(
1

σ
∇× T̃

)]
·W k

=−W k ·
[(

1

σ
∇× T̃

)
× n

]
,

(3.101)

which is the same as the last one with opposite sign. The first term of the first boundary
integral term is equal to zero on the rest partΓHc

∪ Γnc, because of the Dirichlet type
boundary and interface conditions (2.319) and (2.328), i.e.

W k × n = 0, on ΓHc
∪ Γnc. (3.102)

The second term of the first and the second boundary integral terms are vanishing on
ΓHc
∪ Γnc and the first one is equal to zero on the rest partΓE because of the Dirichlet

type boundary condition (2.325) and

W k · n = 0 (3.103)

there.
Finally, the first equation of the weak form is the following:

∫

Ωc

[
1

σ
(∇×W k) ·

(
∇× T̃

)
+

1

σ
∇ ·W k∇ · T̃

]
dΩ

+

∫

Ωc

[
µoW k ·

∂T̃

∂t
− µoW k · ∇

∂Φ̃

∂t

]
dΩ =

−
∫

Ωc

µoW k ·
∂T̃ 0

∂t
dΩ

−
∫

Ωc

W k ·
∂R̃

∂t
dΩ,

(3.104)

wherek = 1, · · · , J .
The partial differential equations (2.317) and (2.318), moreover the Neumann type

boundary conditions (2.324), (2.326), (2.329) can be summarized in the weak formulation
formulation presented next.

The time derivative of these partial differential equations and the according Neumann
type boundary conditions must be performed, anyway the resulting system of equations
will not be symmetric. It is noted that it is useful to multiply the partial differential
equations (2.317) and (2.318) by−1.
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After taking the time derivative, the following form can be obtained:

−
∫

Ωc

Nk∇ ·
(

µo
∂T̃

∂t
− µo∇

∂Φ̃

∂t

)
dΩ

+

∫

Ωn

Nk∇ ·
(

µ∇∂Φ̃

∂t

)
dΩ

+

∫

ΓE

Nk

(
µo

∂T̃ 0

∂t
+ µo

∂T̃

∂t
− µo∇

∂Φ̃

∂t
+

∂R̃

∂t

)
· ndΓ

+

∫

ΓB

Nk

(
∂b

∂t
+ µ

∂T̃ 0

∂t
· n− µ∇∂Φ̃

∂t
· n
)

dΓ

+

∫

Γnc

Nk

(
µ

∂T̃ 0

∂t
− µ∇∂Φ̃

∂t

)
·nndΓ

+

∫

Γnc

Nk

(
µo

∂T̃ 0

∂t
+ µo

∂T̃

∂t
− µo∇

∂Φ̃

∂t
+

∂R̃

∂t

)
·ncdΓ

=

∫

Ωc

Nk∇ ·
(

µo
∂T̃ 0

∂t

)
dΩ

+

∫

Ωn

Nk∇ ·
(

µ
∂T̃ 0

∂t

)
dΩ

+

∫

Ωc

Nk∇ ·
∂R̃

∂t
dΩ,

(3.105)

where

Nk = 0, on ΓHc
∪ ΓHn

, (3.106)

and

k = 1, · · · , I. (3.107)

The first, the second and the last three integral terms can be reformulated by the use
of the identity

∇ · (ϕv) = v · ∇ϕ + ϕ∇ · v (3.108)

with the notationsϕ = Nk andv = µo∂T̃ /∂t, or v = µ∂T̃ /∂t, v = µo∇∂Φ̃/∂t, or
v = µ∇∂Φ̃/∂t andv = µo∂T̃ 0/∂t, or v = µ∂T̃ 0/∂t andv = ∂R̃/∂t.



88 3. WEAK FORMULATION OF NONLINEAR STATIC AND EDDY CURRENT FIELD PROBLEMS

The above manipulations result in the following equation:

∫

Ωc

µo∇Nk ·
∂T̃

∂t
dΩ−

∫

ΓE∪ΓHc∪Γnc

Nk µo
∂T̃

∂t
· ndΓ

−
∫

Ωc

µo∇Nk · ∇
∂Φ̃

∂t
dΩ−

∫

Ωn

µ∇Nk · ∇
∂Φ̃

∂t
dΩ

+

∫

ΓE∪ΓHc∪Γnc

Nk µo∇
∂Φ̃

∂t
· ndΓ

+

∫

ΓB∪ΓHn∪Γnc

Nk µ∇∂Φ̃

∂t
· ndΓ

+

∫

ΓE

Nk

(
µo

∂T̃ 0

∂t
+ µo

∂T̃

∂t
− µo∇

∂Φ̃

∂t
+

∂R̃

∂t

)
· ndΓ

+

∫

ΓB

Nk

(
∂b

∂t
+ µ

∂T̃ 0

∂t
· n− µ∇∂Φ̃

∂t
· n
)

dΓ

+

∫

Γnc

Nk

(
µ

∂T̃ 0

∂t
− µ∇∂Φ̃

∂t

)
·nndΓ

+

∫

Γnc

Nk

(
µo

∂T̃ 0

∂t
+ µo

∂T̃

∂t
− µo∇

∂Φ̃

∂t
+

∂R̃

∂t

)
·nc dΓ =

−
∫

Ωc

µo∇Nk ·
∂T̃ 0

∂t
dΩ−

∫

Ωn

µ∇Nk ·
∂T̃ 0

∂t
dΩ

+

∫

ΓE∪ΓHc∪Γnc

Nk µo
∂T̃ 0

∂t
· ndΓ +

∫

ΓB∪ΓHn∪Γnc

Nk µ
∂T̃ 0

∂t
· ndΓ

−
∫

Ωc

∇Nk ·
∂R̃

∂t
dΩ +

∫

ΓE∪ΓHc∪Γnc

Nk
∂R̃

∂t
· ndΓ.

(3.109)

It must be noted that the boundary of the regionΩc is ∂Ωc = ΓE ∪ ΓHc
∪ Γnc and the

boundary of the regionΩn is ∂Ωn = ΓB ∪ ΓHn
∪ Γnc.

The fourth boundary integral term defined onΓE is vanishing, because of the same
terms with opposite sign in the eighth, first, second and the last boundary integral terms.
The sixth and seventh boundary terms defined onΓnc are vanishing, too, because of the
same terms with opposite sign in the ninth, the third, moreover the eighth, the first, the
second and the last boundary integral terms. The first and thesecond boundary integral
terms are vanishing on the restΓHc

, because of the Dirichlet type boundary conditions
(2.320), i.e.Nk = 0 onΓHc

. The last two terms in the fifth boundary integral, defined on
ΓB, are vanishing according to the terms in the third and in the ninth boundary integrals.
The third one is equal to zero onΓHn

because of (2.320). The last three integrals are
equal to zero on the rest partΓHc

and onΓHn
as well.
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Finally, the following weak formulation can be obtained:

∫

Ωc

µo∇Nk ·
∂T̃

∂t
dΩ−

∫

Ωc

µo∇Nk ·∇
∂Φ̃

∂t
dΩ−

∫

Ωn

µ∇Nk ·∇
∂Φ̃

∂t
dΩ =

−
∫

Ωc

µo∇Nk ·
∂T̃ 0

∂t
dΩ−

∫

Ωn

µ∇Nk ·
∂T̃ 0

∂t
dΩ

−
∫

ΓB

Nk
∂b

∂t
dΓ−

∫

Ωc

∇Nk ·
∂R̃

∂t
dΩ.

(3.110)

Finally, the weak formulation of theT , Φ−Φ formulation satisfying Coulomb gauge
is the following:

∫

Ωc

[
1

σ
(∇×W k) ·

(
∇× T̃

)
+

1

σ
∇ ·W k∇ · T̃

]
dΩ

+

∫

Ωc

[
µoW k ·

∂T̃

∂t
− µoW k · ∇

∂Φ̃

∂t

]
dΩ =

−
∫

Ωc

µoW k ·
∂T̃ 0

∂t
dΩ−

∫

Ωc

W k ·
∂R̃

∂t
dΩ, k = 1, · · · , J,

(3.111)

−
∫

Ωc

µo∇Nk ·
∂T̃

∂t
dΩ +

∫

Ωc

µo∇Nk ·∇
∂Φ̃

∂t
dΩ +

∫

Ωn

µ∇Nk ·∇
∂Φ̃

∂t
dΩ

=

∫

Ωc

µo∇Nk ·
∂T̃ 0

∂t
dΩ +

∫

Ωn

µ∇Nk ·
∂T̃ 0

∂t
dΩ

+

∫

ΓB

Nk
∂b

∂t
dΓ +

∫

Ωc

∇Nk ·
∂R̃

∂t
dΩ, k = 1, · · · , I.

(3.112)

3.3.7 The ungaugedT , Φ− Φ formulation

There are two unknown potentials in this formulation, too, the current vector potentialT
in the eddy current regionΩc and the reduced magnetic scalar potentialΦ in the whole
regionΩc∪Ωn, that is two equations must be realized, coming from the partial differential
equations (2.331)–(2.333) and the boundary and interface conditions (2.334)–(2.342).

The first weak formulation is based on the partial differential equation (2.331) and on
the Neumann boundary condition (2.337),

∫

Ωc

W k ·
[
∇×

(
1

σ
∇× T̃

)
+ µo

∂T̃

∂t
− µo∇

∂Φ̃

∂t

]
dΩ

+

∫

ΓE

W k ·
[(

1

σ
∇× T̃

)
× n

]
dΓ = −

∫

Ωc

µoW k ·
∂T̃ 0

∂t
dΩ

−
∫

Ωc

W k ·
∂R̃

∂t
dΩ.

(3.113)



90 3. WEAK FORMULATION OF NONLINEAR STATIC AND EDDY CURRENT FIELD PROBLEMS

Here

W k × n = 0, on ΓHc
∪ Γnc, (3.114)

andk = 1, · · · , J . The second order derivatives in the first integral can be reduced to first
order one by using the identity

∇ · (u× v) = v · ∇ × u− u · ∇ × v, (3.115)

with the notationsv = W k andu = 1/σ∇× T̃ ,

∫

Ωc

[
1

σ
(∇×W k) ·

(
∇× T̃

)
+µoW k ·

∂T̃

∂t
− µoW k ·∇

∂Φ̃

∂t

]
dΩ

+

∫

ΓE∪ΓHc∪Γnc

[(
1

σ
∇× T̃

)
×W k

]
· ndΓ

+

∫

ΓE

W k ·
[(

1

σ
∇× T̃

)
× n

]
dΓ =

−
∫

Ωc

µoW k ·
∂T̃ 0

∂t
dΩ−

∫

Ωc

W k ·
∂R̃

∂t
dΩ.

(3.116)

The first and the second boundary integral terms are vanishing on the boundary partΓE ,
the integrand of the first boundary integral term can be reformulated as

[(
1

σ
∇× T̃

)
×W k

]
· n

=

[
n×

(
1

σ
∇× T̃

)]
·W k

=−W k ·
[(

1

σ
∇× T̃

)
× n

]
,

(3.117)

which is the same as the second one with opposite sign. The first boundary integral term
is equal to zero on the rest partΓHc

∪ Γnc because of the Dirichlet type boundary and
interface conditions (2.334) and (2.341), i.e.W k × n = 0 onΓHc

∪ Γnc.
Finally, the first equation of the weak form is the following:

∫

Ωc

[
1

σ
(∇×W k) ·

(
∇× T̃

)
+µoW k ·

∂T̃

∂t
− µoW k ·∇

∂Φ̃

∂t

]
dΩ =

−
∫

Ωc

µoW k ·
∂T̃ 0

∂t
dΩ−

∫

Ωc

W k ·
∂R̃

∂t
dΩ, k = 1, · · · , J.

(3.118)

Fortunately, the weak formulation of the partial differential equations (2.332) and
(2.333) and the Neumann type boundary conditions (2.338), (2.339), (2.342) is the same
as presented in the last point H.
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The weak formulation of the ungaugedT , Φ− Φ formulation is the following:

∫

Ωc

[
1

σ
(∇×W k)·

(
∇× T̃

)
+µoW k ·

∂T̃

∂t
− µoW k ·∇

∂Φ̃

∂t

]
dΩ =

−
∫

Ωc

µoW k ·
∂T̃ 0

∂t
dΩ

−
∫

Ωc

W k ·
∂R̃

∂t
dΩ,

(3.119)

and

−
∫

Ωc

µo∇Nk ·
∂T̃

∂t
dΩ +

∫

Ωc

µo∇Nk ·∇
∂Φ̃

∂t
dΩ

+

∫

Ωn

µ∇Nk ·∇
∂Φ̃

∂t
dΩ

=

∫

Ωc

µo∇Nk ·
∂T̃ 0

∂t
dΩ +

∫

Ωn

µ∇Nk ·
∂T̃ 0

∂t
dΩ

+

∫

ΓB

Nk
∂b

∂t
dΓ +

∫

Ωc

∇Nk ·
∂R̃

∂t
dΩ.

(3.120)

This weak formulation must be realized by a numerical technique, which is not sensitive
to Coulomb gauge. Herek = 1, · · · , J andk = 1, · · · , I, respectively.

3.3.8 The gaugedA, V −A formulation

There are two unknown potentials in this formulation, the magnetic vector potentialA
in the entire problem regionΩc ∪ Ωn and the electric scalar potentialV defined only in
the eddy current regionΩc, consequently two equations are needed. These are coming
from the partial differential equations, the boundary and interface conditions given by
(2.344)–(2.361). It is important to note that the resultingsystem of equations should be
symmetric, we are going to take care about it.

First of all,electric scalar potentialV is replaced by the functionv = v(r, t) defined
by

v =

∫ t

−∞

V (τ) dτ, (3.121)

from which

V =
∂v

∂t
. (3.122)

The resulting system of equations will be symmetric by this modification, and this function
is approximated bỹv.
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The first weak formulation is based on the partial differential equations (2.344) and
(2.346), on the Neumann type boundary conditions (2.347), (2.350), (2.354), (2.356) and
on the interface conditions (2.359), (2.361),

∫

Ωc

W k ·
[
∇×

(
νo∇× Ã

)
−∇

(
νo∇ · Ã

)]
dΩ

+

∫

Ωc

W k ·
(

σ
∂Ã

∂t
+ σ∇∂ṽ

∂t

)
dΩ

+

∫

Ωn

W k ·
[
∇×

(
ν∇× Ã

)
−∇

(
ν∇ · Ã

)]
dΩ

+

∫

ΓE

νo∇ · Ã(W k · n) dΓ +

∫

ΓB

ν∇ · Ã(W k · n) dΓ

+

∫

ΓHc

W k ·
[(

νo∇× Ã + Ĩ
)
× n

]
dΓ

+

∫

ΓHn

W k ·
[(

ν∇× Ã
)
× n−K

]
dΓ

+

∫

Γnc

W k ·
[(

νo∇× Ã + Ĩ
)
× nc +

(
ν∇× Ã

)
× nn

]
dΓ

+

∫

Γnc

[
ν∇ · Ã(W k · nc) + ν∇ · Ã(W k · nn)

]
dΓ =

∫

Ωn

W k · J0 dΩ

−
∫

Ωc

W k · (∇× Ĩ) dΩ,

(3.123)

where

n×W k = 0, on ΓE ∪ ΓB, (3.124)

and

W k · n = 0, on ΓHc
∪ ΓHn

, (3.125)

and herek = 1, · · · , J . The second order derivatives in the first and in the third integrals
can be reduced to first order one by using the identity

∇ · (u× v) = v · ∇ × u− u · ∇ × v, (3.126)

with the notationsv = W k andu = νo∇× Ã, or u = ν∇× Ã and the identity

∇ · (ϕv) = v · ∇ϕ + ϕ∇ · v (3.127)

with the notationsϕ = νo∇· Ã, orϕ = ν∇· Ã andv = W k also must be used. The last
integral on the right-hand side can also be rewritten byv = W k andu = Ĩ. This results
in
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∫

Ωc

[
νo (∇×W k) ·

(
∇× Ã

)
+ νo∇ ·W k∇ · Ã

]
dΩ

+

∫

Ωc

W k ·
(
σ

∂Ã

∂t
+ σ∇∂ṽ

∂t

)
dΩ

+

∫

Ωn

[
ν (∇×W k)·

(
∇× Ã

)
+ ν∇ ·W k∇ · Ã

]
dΩ

+

∫

ΓE∪ΓHc∪Γnc

[(
νo∇× Ã

)
×W k

]
· ndΓ

+

∫

ΓB∪ΓHn∪Γnc

[(
ν∇× Ã

)
×W k

]
· ndΓ

−
∫

ΓE∪ΓHc∪Γnc

νo∇ · Ã(W k · n) dΓ

−
∫

ΓB∪ΓHn∪Γnc

ν∇ · Ã(W k · n) dΓ

+

∫

ΓE

νo∇ · Ã(W k · n) dΓ +

∫

ΓB

ν∇ · Ã(W k · n) dΓ

+

∫

ΓHc

W k ·
[(

νo∇× Ã + Ĩ
)
× n

]
dΓ

+

∫

ΓHn

W k ·
[(

ν∇× Ã
)
× n−K

]
dΓ

+

∫

Γnc

W k ·
[(

νo∇× Ã + Ĩ
)
× nc +

(
ν∇× Ã

)
× nn

]
dΓ

+

∫

Γnc

[
νo∇ · Ã(W k · nc) + ν∇ · Ã(W k · nn)

]
dΓ =

∫

Ωn

W k ·J0 dΩ

−
∫

Ωc

(∇×W k) · Ĩ dΩ−
∫

ΓE∪ΓHc∪Γnc

(Ĩ ×W k) · ndΓ.

(3.128)

The first and the second boundary integrals are vanishing on the boundary partΓHc
∪Γnc

and onΓHn
∪Γnc, respectively, because of the seventh, eighth, ninth and the last boundary

integral terms after using the identity
[(

ν∇× Ã
)
×W k

]
· n =

[
n×

(
ν∇× Ã

)]
·W k

=−W k ·
[(

ν∇× Ã
)
× n

]
.

(3.129)

The first and the second as well as the last boundary integral terms are equal to zero on the
rest partsΓE andΓB as well, because of the Dirichlet type boundary condition (2.352)
and (2.355), i.e.W k × n = 0 on these boundaries. The third and the fourth boundary
integral terms are vanishing onΓE , on ΓB and onΓnc, because of the fifth, the sixth
and the last boundary integral terms on the left-hand side. On the partΓHc

and onΓHn

these integral terms are equal to zero, too, because of Dirichlet type boundary conditions
(2.349) and (2.351), i.e.W k · n = 0 there. The last boundary integral term containing
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the nonlinear residual term̃I is vanishing, because of the same terms on the left-hand side
onΓHc

∪ Γnc and the Dirichlet type boundary condition (2.352). Here theidentity

−(Ĩ ×W k) · n = −(n× Ĩ) ·W k = (Ĩ × n) ·W k (3.130)

must be used on the right-hand side.
Finally, the first equation of the weak form is the following:

∫

Ωc

[
νo (∇×W k) ·

(
∇× Ã

)
+ νo∇ ·W k∇ · Ã

]
dΩ

+

∫

Ωc

W k ·
(

σ
∂Ã

∂t
+ σ∇∂ṽ

∂t

)
dΩ

+

∫

Ωn

[
ν (∇×W k) ·

(
∇× Ã

)
+ ν∇ ·W k∇ · Ã

]
dΩ

=

∫

Ωn

W k · J0 dΩ +

∫

ΓHn

W k ·KdΓ−
∫

Ωc

(∇×W k) · Ĩ dΩ,

(3.131)

andk = 1, · · · , J .
The partial differential equation (2.345), with the Neumann type boundary condition

(2.348) and the interface condition (2.360) can be summarized in the formulation presented
next. Here, the conditions are multiplied by−1,

−
∫

Ωc

Nk∇ ·
(

σ
∂Ã

∂t
+ σ∇∂ṽ

∂t

)
dΩ

+

∫

ΓHc∪Γnc

Nk

(
σ

∂Ã

∂t
+ σ∇∂ṽ

∂t

)
· ndΓ = 0,

(3.132)

where

Nk = 0, on ΓE , (3.133)

andk = 1, · · · , I. The first volume integral can be reformulated by the use of the identity

∇ · (ϕv) = v · ∇ϕ + ϕ∇ · v (3.134)

with the notationsϕ = Nk andv = σ∂Ã/∂t + σ∇∂ṽ/∂t,

∫

Ωc

∇Nk ·
(

σ
∂Ã

∂t
+ σ∇∂ṽ

∂t

)
dΩ

−
∫

ΓE∪ΓHc∪Γnc

Nk

(
σ

∂Ã

∂t
+ σ∇∂ṽ

∂t

)
· ndΓ

+

∫

ΓHc∪Γnc

Nk

(
σ

∂Ã

∂t
+ σ∇∂ṽ

∂t

)
· ndΓ = 0.

(3.135)
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The boundary integral terms are vanishing onΓHc
∪ Γnc and the first one is equal to zero

becauseNk = 0 onΓE according to Dirichlet type boundary condition (2.353).
Finally, the following weak formulation can be written:

∫

Ωc

∇Nk ·
(

σ
∂Ã

∂t
+ σ∇∂ṽ

∂t

)
dΩ = 0, k = 1, · · · , I. (3.136)

Finally, the weak formulation of theA, V −A formulation satisfying Coulomb gauge
is the following:

∫

Ωc

[
νo (∇×W k)·

(
∇× Ã

)
+ νo∇ ·W k∇ · Ã

]
dΩ

+

∫

Ωc

W k ·
(
σ

∂Ã

∂t
+ σ∇∂ṽ

∂t

)
dΩ

+

∫

Ωn

[
ν (∇×W k)·

(
∇× Ã

)
+ ν∇ ·W k∇ · Ã

]
dΩ

=

∫

Ωn

W k · J0 dΩ +

∫

ΓHn

W k ·KdΓ

−
∫

Ωc

(∇×W k) · Ĩ dΩ,

(3.137)

∫

Ωc

∇Nk ·
(

σ
∂Ã

∂t
+ σ∇∂ṽ

∂t

)
dΩ = 0. (3.138)

Herek = 1, · · · , J andk = 1, · · · , I, respectively.

3.3.9 The ungaugedA, V −A formulation

There are two unknown potentials in this formulation, the magnetic vector potentialA
in the entire problem regionΩc ∪ Ωn and the electric scalar potentialV defined only in
the eddy current regionΩc, consequently two equations are needed. These are coming
from the partial differential equations, the boundary and interface conditions given by
(2.362)–(2.373). It is important to note that the resultingsystem of equations should be
symmetric, we are going to take care about it. The electric scalar potentialV is replaced
and approximated byv = v(r, t) defined by (3.122) and̃v, respectively.

The impressed current vector potentialT 0 has the property that

∇× T 0 =

{
J0, in Ωn,
0, in Ωc,

(3.139)

that is why the term∇ × T 0 can be appended to the right-hand side of (2.362). In this
case it is easier to obtain the weak formulation.

The first weak formulation is based on the partial differential equations (2.362) and
(2.364), on the Neumann type boundary conditions (2.365), (2.367) and on the interface
condition (2.372),
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∫

Ωc

W k ·
[
∇×

(
νo∇× Ã

)]
dΩ +

∫

Ωc

W k ·
(

σ
∂Ã

∂t
+ σ∇∂ṽ

∂t

)
dΩ

+

∫

Ωn

W k ·
[
∇×

(
ν∇× Ã

)]
dΩ

+

∫

ΓHc

W k ·
[(

νo∇× Ã + Ĩ
)
× n

]
dΓ

+

∫

ΓHn

W k ·
[(

ν∇× Ã
)
× n−K

]
dΓ

+

∫

Γnc

W k ·
[(

νo∇× Ã + Ĩ
)
× nc +

(
ν∇× Ã

)
× nn

]
dΓ

=

∫

Ωc∪Ωn

W k ·
(
∇× T̃ 0

)
dΩ−

∫

Ωc

W k ·
(
∇× Ĩ

)
dΩ,

(3.140)

wheren ×W k = 0 onΓE ∪ ΓB, andk = 1, · · · , J . The second order derivative in the
first and in the third integrals can be reduced to first order one by using the identity

∇ · (u× v) = v · ∇ × u− u · ∇ × v, (3.141)

with the notationv = W k andu = νo∇× Ã, or u = ν∇× Ã, moreover the integrals
on the right-hand side can also be reformulated by the notation v = W k, u = T̃ 0 and
u = Ĩ, finally

∫

Ωc

νo (∇×W k) ·
(
∇× Ã

)
dΩ +

∫

Ωc

W k ·
(

σ
∂Ã

∂t
+ σ∇∂ṽ

∂t

)
dΩ

+

∫

Ωn

ν (∇×W k) ·
(
∇× Ã

)
dΩ

+

∫

ΓE∪ΓHc∪Γnc

[(
νo∇× Ã

)
×W k

]
·ndΓ

+

∫

ΓB∪ΓHn∪Γnc

[(
ν∇× Ã

)
×W k

]
·ndΓ

+

∫

ΓHc

W k ·
[(

νo∇× Ã + Ĩ
)
× n

]
dΓ

+

∫

ΓHn

W k ·
[(

ν∇× Ã
)
× n−K

]
dΓ

+

∫

Γnc

W k ·
[(

νo∇× Ã + Ĩ
)
× nc +

(
ν∇× Ã

)
× nn

]
dΓ

=

∫

Ωc∪Ωn

(∇×W k)·T̃ 0dΩ +

∫

ΓE∪ΓHc∪Γnc

(T̃ 0×W k)·ndΓ

+

∫

ΓB∪ΓHn∪Γnc

(T̃ 0×W k)·ndΓ

−
∫

Ωc

(∇×W k) · ĨdΩ−
∫

ΓE∪ΓHc∪Γnc

(Ĩ ×W k) · ndΓ

(3.142)
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can be obtained. The first and the second boundary integral terms are vanishing on the
boundary partΓHc

∪Γnc and onΓHn
∪Γnc, respectively, because of the third, fourth and

fifth boundary integral terms after using the identity
[(

ν∇× Ã
)
×W k

]
· n = −W k ·

[(
ν∇× Ã

)
× n

]
. (3.143)

The first and the second boundary integral terms are equal to zero on the rest partsΓE and
ΓB, because of the Dirichlet type boundary condition (2.368) and (2.370),W k × n = 0

on these boundaries. The first and the second boundary integral terms on the right-hand
side vanish onΓnc, becausen = nc in the first andn = nn in the second boundary
integral on the right-hand side, moreovernc = −nn. On the rest partsΓHc

andΓHn
,

T̃ 0 × n ≡ 0, because these are symmetry planes where the tangential component of
the magnetic field intensity is equal to zero and the impressed current vector potential
must satisfy this homogeneous Dirichlet type condition, moreover, onΓE andΓB, the
Dirichlet type boundary condition (2.368) and (2.370) mustsatisfy, i.e.W k × n = 0 on
these boundaries. The last boundary integral term on the right-hand side is vanishing, too,
because of the same terms on the left-hand side andW k × n = 0 onΓE and

−(Ĩ ×W k) · n = −(n× Ĩ) ·W k = (Ĩ × n) ·W k. (3.144)

Finally, the first equation of the weak form is the following:

∫

Ωc

νo (∇×W k) ·
(
∇× Ã

)
dΩ +

∫

Ωc

W k ·
(

σ
∂Ã

∂t
+ σ∇∂ṽ

∂t

)
dΩ

+

∫

Ωn

ν (∇×W k) ·
(
∇× Ã

)
dΩ =

∫

Ωc∪Ωn

(∇×W k) · T̃ 0 dΩ

+

∫

ΓHn

W k ·K dΓ−
∫

Ωc

(∇×W k) · Ĩ dΓ.

(3.145)

It is possible to select the impressed current vector potential T 0 such that it satisfies
the Dirichlet type boundary condition

T 0 × n = K, on ΓHn
. (3.146)

In this case the first boundary integral term on the right-hand side of (3.142) on the
boundary partΓHn

can be reformulated as
∫

ΓHn

(T̃ 0 ×W k) · ndΓ =

∫

ΓHn

(n× T̃ 0) ·W k dΓ =

−
∫

ΓHn

(T̃ 0 × n) ·W k dΓ = −
∫

ΓHn

K ·W k dΓ,

(3.147)

i.e. the boundary integral term on the right-hand side of (3.145) can be neglected.
The weak formulation of the partial differential equation (2.363), the Neumann type

boundary condition (2.366) and the interface condition (2.373) can be obtained in the
same way presented in the last item, see the equations (3.132)–(3.136).
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Finally, the weak formulation of the ungaugedA, V −A formulation is the following:

∫

Ωc

νo (∇×W k) ·
(
∇× Ã

)
dΩ +

∫

Ωc

W k ·
(

σ
∂Ã

∂t
+ σ∇∂ṽ

∂t

)
dΩ

+

∫

Ωn

ν (∇×W k) ·
(
∇× Ã

)
dΩ

=

∫

Ωc∪Ωn

(∇×W k) · T̃ 0 dΩ−
∫

Ωc

(∇×W k) · Ĩ dΓ,

(3.148)

∫

Ωc

∇Nk ·
(

σ
∂Ã

∂t
+ σ∇∂ṽ

∂t

)
dΩ = 0. (3.149)

This weak formulation must be realized by a numerical technique, which is not sensitive
to Coulomb gauge, moreoverk = 1, · · · , J andk = 1, · · · , I, respectively.

3.3.10 The ungaugedA⋆ −A formulation

The only one unknown potential in this formulation is the magnetic vector potentialA in
the entire problem regionΩc ∪ Ωn, but it is usually denoted byA⋆ in the eddy current
regionΩc. The weak formulation can be obtained from the partial differential equations,
the boundary and interface conditions given by (2.374)–(2.380).

The impressed current vector potentialT 0 has the property shown in (3.139), that is
why the term∇× T 0 can be appended to the right-hand side of (2.374). In this case it is
easier to obtain the weak formulation.

The weak formulation is based on the partial differential equations (2.374) and (2.375),
on the Neumann type boundary conditions (2.376), (2.377) and on the interface condition
(2.381),

∫

Ωc

W k ·
[
∇×

(
νo∇× Ã

⋆
)]

dΩ +

∫

Ωc

σW k ·
∂Ã

⋆

∂t
dΩ

+

∫

Ωn

W k ·
[
∇×

(
ν∇× Ã

)]
dΩ

+

∫

ΓHc

W k ·
[(

νo∇× Ã
⋆

+ Ĩ
)
× n

]
dΓ

+

∫

ΓHn

W k ·
[(

ν∇× Ã
)
× n−K

]
dΓ

+

∫

Γnc

W k ·
[(

ν∇× Ã
⋆

+ Ĩ
)
× nc +

(
ν∇× Ã

)
× nn

]
dΓ

=

∫

Ωc∪Ωn

W k ·
(
∇× T̃ 0

)
dΩ−

∫

Ωc

W k · (∇× Ĩ) dΩ.

(3.150)

Here

n×W k = 0, on ΓE ∪ ΓB, (3.151)
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andk = 1, · · · , J . The first, the third and the last two integrals can be reformulated as it
was presented in the last item.

Finally, the weak formulation of the ungaugedA⋆ −A formulation is the following:
∫

Ωc

νo (∇×W k) ·
(
∇× Ã

⋆
)

dΩ +

∫

Ωc

σW k ·
∂Ã

⋆

∂t
dΩ

+

∫

Ωn

ν (∇×W k) ·
(
∇× Ã

)
dΩ =

∫

Ωc∪Ωn

(∇×W k) · T̃ 0 dΩ

−
∫

Ωc

(∇×W k) · Ĩ dΓ,

(3.152)

andk = 1, · · · , J . This weak formulation must be realized by a numerical technique,
which is not sensitive to Coulomb gauge.

3.3.11 The gaugedT , Φ−A formulation

The current vector potentialT with the reduced magnetic scalar potentialΦ is used in
the eddy current regionΩc and the magnetic vector potentialA is used in the region free
of eddy currents,Ωn. There are three unknown potentials,T , Φ andA, which can be
calculated by the following weak formulation obtained fromthe gauged version of the
T , Φ−A− Φ formulation (see on page 101):

∫

Ωc

[
1

σ
(∇×W k) ·

(
∇× T̃

)
+

1

σ
∇ ·W k∇ · T̃

]
dΩ

+

∫

Ωc

[
µoW k ·

∂T̃

∂t
− µoW k · ∇

∂Φ̃

∂t

]
dΩ

−
∫

Γnc

W k ·
(

∂Ã

∂t
× nA

)
dΓ =

−
∫

Ωc

µoW k ·
∂T̃ 0

∂t
dΩ

−
∫

Ωc

W k ·
∂R̃

∂t
dΩ, k = 1, · · · , J,

(3.153)

−
∫

Ωc

µo∇Nk ·
∂T̃

∂t
dΩ +

∫

Ωc

µo∇Nk ·∇
∂Φ̃

∂t
dΩ

−
∫

Γnc

Nk

(
∇× ∂Ã

∂t

)
· nAdΓ

=

∫

Ωc

µo∇Nk ·
∂T̃ 0

∂t
dΩ

+

∫

Ωc

∇Nk ·
∂R̃

∂t
dΩ, k = 1, · · · , I,

(3.154)
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−
∫

Ωn

[
ν (∇×W k) ·

(
∇× ∂Ã

∂t

)
+ ν∇ ·W k∇ ·

∂Ã

∂t

]
dΩ

−
∫

Γnc

∂T̃

∂t
· (W k × nA) dΓ−

∫

Γnc

∂Φ̃

∂t
(∇×W k) · nAdΓ =

−
∫

Ωn

W k ·
∂J0

∂t
dΩ−

∫

ΓHn

W k ·
∂K

∂t
dΓ

−
∫

Γnc

W k ·
(

∂T̃ 0

∂t
× nA

)
dΓ +

∫

C

∂Φ̃

∂t
W k · dl, k = 1, · · · , J.

(3.155)

3.3.12 The ungaugedT , Φ−A formulation

The current vector potentialT with the reduced magnetic scalar potentialΦ is used in
the eddy current regionΩc and the magnetic vector potentialA is used in the region free
of eddy currents,Ωn. There are three unknown potentials,T , Φ andA, which can be
calculated by the following weak formulation coming from the ungauged version of the
T , Φ−A− Φ formulation (see on page 109):

∫

Ωc

[
1

σ
(∇×W k) ·

(
∇× T̃

)
+ µoW k ·

∂T̃

∂t
− µoW k · ∇

∂Φ̃

∂t

]
dΩ

−
∫

Γnc

W k ·
(

∂Ã

∂t
× nA

)
dΓ = −

∫

Ωc

µoW k ·
∂T̃ 0

∂t
dΩ

−
∫

Ωc

W k ·
∂R̃

∂t
dΩ,

(3.156)

−
∫

Ωc

µo∇Nk ·
∂T̃

∂t
dΩ +

∫

Ωc

µo∇Nk ·∇
∂Φ̃

∂t
dΩ

−
∫

Γnc

Nk

(
∇× ∂Ã

∂t

)
· nA dΓ

=

∫

Ωc

µo∇Nk ·
∂T̃ 0

∂t
dΩ +

∫

Ωc

∇Nk ·
∂R̃

∂t
dΓ,

(3.157)

−
∫

Ωn

ν (∇×W k) ·
(
∇× ∂Ã

∂t

)
dΩ−

∫

Γnc

∂T̃

∂t
· (W k × nA) dΓ

−
∫

Γnc

∂Φ̃

∂t
(∇×W k) · nAdΓ =

−
∫

Ωn

(∇×W k) · ∂T̃ 0

∂t
dΩ−

∫

C

∂Φ̃

∂t
W k · dl,

(3.158)

wherek = 1, · · · , J , k = 1, · · · , I andk = 1, · · · , J , respectively.
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3.3.13 The gaugedT , Φ−A− Φ formulation

The current vector potentialT with the reduced magnetic scalar potentialΦ is used in the
eddy current regionΩc, the magnetic vector potentialA is used in the holes,ΩnA

and the
reduced magnetic scalar potentialΦ is used in the rest region free of eddy currents,ΩnΦ

.
There are three unknown potentials,T , Φ andA, so three equations must be set up.

It is important to note that the resulting system of equations should be symmetric.
That is the reason why the time derivative of partial differential equations (2.415), (2.416)
and (2.417) and the according Neumann type boundary and interface conditions must be
taken. This will be highlighted while obtaining the formulation.

The first weak formulation can be obtained from the partial differential equations
(2.414) and the Neumann type boundary and interface conditions (2.420), (2.424), (2.433)
and (2.437),

∫

Ωc

W k ·
[
∇×

(
1

σ
∇× T̃

)
−∇

(
1

σ
∇ · T̃

)]
dΩ

+

∫

Ωc

W k ·
[
µo

∂T̃

∂t
− µo∇

∂Φ̃

∂t

]
dΩ

+

∫

ΓHc∪ΓncΦ

1

σ
∇ · T̃ (W k · n) dΓ

+

∫

ΓE

W k ·
[(

1

σ
∇× T̃

)
× n

]
dΓ

+

∫

ΓncA

W k ·
[(

1

σ
∇× T̃

)
× nc −

∂Ã

∂t
× nA

]
dΓ =

−
∫

Ωc

µoW k ·
∂T̃ 0

∂t
dΩ−

∫

Ωc

W k ·
∂R̃

∂t
dΩ, k = 1, · · · , J,

(3.159)

where

W k × n = 0, on ΓHc
∪ ΓncΦ

, (3.160)

and

W k · n = 0, on ΓE ∪ ΓncA
. (3.161)

The second order derivatives in the first two integrals can bereduced to first order one by
using the identity

∇ · (u× v) = v · ∇ × u− u · ∇ × v, (3.162)

with the notationsv = W k andu = 1/σ∇× T̃ and the identity

∇ · (ϕv) = v · ∇ϕ + ϕ∇ · v (3.163)

with the notationsϕ = 1/σ∇ · T̃ andv = W k also must be used. This results in
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∫

Ωc

[
1

σ
(∇×W k) ·

(
∇× T̃

)
+

1

σ
∇ ·W k∇ · T̃

]
dΩ

+

∫

Ωc

[
µoW k ·

∂T̃

∂t
− µoW k · ∇

∂Φ̃

∂t

]
dΩ

+

∫

ΓE∪ΓHc∪ΓncA
∪ΓncΦ

[(
1

σ
∇× T̃

)
×W k

]
· ndΓ

−
∫

ΓE∪ΓHc∪ΓncA
∪ΓncΦ

1

σ
∇ · T̃ (W k · n) dΓ

+

∫

ΓHc∪ΓncΦ

1

σ
∇ · T̃ (W k · n) dΓ +

∫

ΓE

W k ·
[(

1

σ
∇× T̃

)
× n

]
dΓ

+

∫

ΓncA

W k ·
[(

1

σ
∇×T̃

)
× nc −

∂Ã

∂t
× nA

]
dΓ =

−
∫

Ωc

µoW k ·
∂T̃ 0

∂t
dΩ−

∫

Ωc

W k ·
∂R̃

∂t
dΩ.

(3.164)

The boundary integral terms on the boundary partΓE are vanishing as well as the same
term on the boundary termΓncA

, because the first boundary integral can be reformulated
as

[(
1

σ
∇× T̃

)
×W k

]
· n = −W k ·

[(
1

σ
∇× T̃

)
× n

]
. (3.165)

The first first boundary integral is equal to zero on the rest part ΓHc
∪ΓncΦ

because of the
Dirichlet type boundary and interface conditions (2.418) and (2.431), i.e.W k × n = 0

onΓHc
∪ ΓncΦ

. The second boundary integral term is vanishing onΓHc
∪ ΓncΦ

because
of the third boundary integral term, as well as on the rest part ΓE ∪ ΓncA

because of the
Dirichlet type boundary and interface conditions (2.426) and (2.436),W k · n = 0 there.

Finally, the first equation of the weak form is the following:

∫

Ωc

[
1

σ
(∇×W k) ·

(
∇× T̃

)
+

1

σ
∇ ·W k∇ · T̃

]
dΩ

+

∫

Ωc

[
µoW k ·

∂T̃

∂t
− µoW k · ∇

∂Φ̃

∂t

]
dΩ

−
∫

ΓncA

W k ·
(

∂Ã

∂t
× nA

)
dΓ = −

∫

Ωc

µoW k ·
∂T̃ 0

∂t
dΩ

−
∫

Ωc

W k ·
∂R̃

∂t
dΩ,

(3.166)

wherek = 1, · · · , J .
The second weak equation of this potential formulation is coming from the time

derivative of the partial differential equations (2.415) and (2.416) and the Neumann type
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boundary and interface conditions (2.425), (2.429), (2.432), (2.435) and (2.440). It is
noted that it is useful to multiply the partial differentialequations (2.415) and (2.416) by
−1. After taking the time derivative, the following formula can be obtained:

−
∫

Ωc

Nk∇ ·
(

µo
∂T̃

∂t

)
dΩ +

∫

Ωc

Nk∇ ·
(

µo∇
∂Φ̃

∂t

)
dΩ

+

∫

ΩnΦ

Nk∇ ·
(

µ∇∂Φ̃

∂t

)
dΩ

+

∫

ΓE

Nk

(
µo

∂T̃ 0

∂t
+ µo

∂T̃

∂t
− µo∇

∂Φ̃

∂t
+

∂R̃

∂t

)
· ndΓ

+

∫

ΓBΦ

Nk

(
∂b

∂t
+ µ

∂T̃ 0

∂t
· n− µ∇∂Φ̃

∂t
· n
)

dΓ

+

∫

ΓncΦ

Nk

(
µ

∂T̃ 0

∂t
− µ∇∂Φ̃

∂t

)
· nΦ dΓ

+

∫

ΓncΦ

Nk

(
µo

∂T̃ 0

∂t
+ µo

∂T̃

∂t
− µo∇

∂Φ̃

∂t
+

∂R̃

∂t

)
· nc dΓ

+

∫

ΓncA

Nk

(
∇× ∂Ã

∂t

)
· nA dΓ

+

∫

ΓncA

Nk

(
µo

∂T̃ 0

∂t
+ µo

∂T̃

∂t
− µo∇

∂Φ̃

∂t
+

∂R̃

∂t

)
· nc dΓ

+

∫

ΓA,Φ

Nk

[(
∇× ∂Ã

∂t

)
· nA +

(
µ

∂T̃ 0

∂t
− µ∇∂Φ̃

∂t

)
· nΦ

]
dΓ

=

∫

Ωc

Nk∇ ·
(

µo
∂T̃ 0

∂t

)
dΩ

+

∫

ΩnΦ

Nk∇ ·
(

µ
∂T̃ 0

∂t

)
dΩ +

∫

Ωc

Nk∇ ·
∂R̃

∂t
dΩ,

(3.167)

where

Nk = 0, on ΓHc
∪ ΓHΦ

, (3.168)

andk = 1, · · · , I. The first, the second, the third on the left and the three integral terms
on the right can be reformulated by the use of the identity

∇ · (ϕv) = v · ∇ϕ + ϕ∇ · v (3.169)

with the notationsϕ = Nk andv = µo∂T̃ /∂t, or v = µo∇∂Φ̃/∂t, or v = µ∇∂Φ̃/∂t

andv = µo∂T̃ 0/∂t, or v = µ∂T̃ 0/∂t, orv = ∂R̃/∂t.
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Finally, the following equation can be obtained:

∫

Ωc

µo∇Nk ·
∂T̃

∂t
dΩ−

∫

ΓE∪ΓHc∪ΓncA
∪ΓncΦ

Nk µo
∂T̃

∂t
· ndΓ

−
∫

Ωc

µo∇Nk · ∇
∂Φ̃

∂t
dΩ−

∫

ΩnΦ

µ∇Nk · ∇
∂Φ̃

∂t
dΩ

+

∫

ΓE∪ΓHc∪ΓncA
∪ΓncΦ

Nk µo∇
∂Φ̃

∂t
· ndΓ

+

∫

ΓBΦ
∪ΓHΦ

∪ΓncΦ
∪ΓA,Φ

Nk µ∇∂Φ̃

∂t
· ndΓ

+

∫

ΓE

Nk

(
µo

∂T̃ 0

∂t
+ µo

∂T̃

∂t
− µo∇

∂Φ̃

∂t
+

∂R̃

∂t

)
· ndΓ

+

∫

ΓBΦ

Nk

(
∂b

∂t
+ µ

∂T̃ 0

∂t
· n− µ∇∂Φ̃

∂t
· n
)

dΓ

+

∫

ΓncΦ

Nk

(
µ

∂T̃ 0

∂t
− µ∇∂Φ̃

∂t

)
· nΦ dΓ

+

∫

ΓncΦ

Nk

(
µo

∂T̃ 0

∂t
+ µo

∂T̃

∂t
− µo∇

∂Φ̃

∂t
+

∂R̃

∂t

)
· nc dΓ

+

∫

ΓncA

Nk

(
∇× ∂Ã

∂t

)
· nA dΓ

+

∫

ΓncA

Nk

(
µo

∂T̃ 0

∂t
+ µo

∂T̃

∂t
− µo∇

∂Φ̃

∂t
+

∂R̃

∂t

)
· nc dΓ

+

∫

ΓA,Φ

Nk

[(
∇× ∂Ã

∂t

)
· nA +

(
µ

∂T̃ 0

∂t
− µ∇∂Φ̃

∂t

)
· nΦ

]
dΓ =

−
∫

Ωc

(∇Nk) ·
(

µo
∂T̃ 0

∂t

)
dΩ−

∫

ΩnΦ

(∇Nk) ·
(

µ
∂T̃ 0

∂t

)
dΩ

+

∫

ΓE∪ΓHc∪ΓncA
∪ΓncΦ

Nkµo
∂T̃ 0

∂t
· ndΓ

+

∫

ΓBΦ
∪ΓHΦ

∪ΓncΦ
∪ΓA,Φ

Nkµ
∂T̃ 0

∂t
· ndΓ

−
∫

Ωc

(∇Nk) · ∂R̃

∂t
dΓ +

∫

ΓE∪ΓHc∪ΓncA
∪ΓncΦ

Nk
∂R̃

∂t
· ndΓ.

(3.170)

It must be noted that the boundary of the regionΩc is ∂Ωc = ΓE ∪ ΓHc
∪ ΓncΦ

∪ ΓncA

and the boundary of the regionΩn is ∂Ωn = ΓB ∪ ΓHn
∪ ΓncΦ

∪ ΓncA
.
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The fourth boundary integral term is vanishing onΓE because of the same terms with
opposite sign in the first on the right and on the left, second on the left and the last on the
right boundary integrals. The second and the third fractions in the fifth boundary integrals
are vanishing according to the second one on the right and thethird one on the left on
ΓBΦ

. The interface integral term onΓncΦ
is vanishing according to the same terms with

opposite sign in the first two on the right and the first, secondand third boundary integral
terms on the left. The ninth boundary integral and the secondterm in the tenth integral are
vanishing, because of the terms in the first, second, third and the first two on the right. The
∂R̃/∂t terms are vanishing, too, onΓncΦ

∪ ΓncA
, because of the same terms on the left

and on the right. Dirichlet type boundary condition (see (2.419) and (2.423)) is prescribed
on ΓHc

and onΓHΦ
, whereNk = 0, i.e. the according boundary terms are vanishing on

ΓHc
∪ ΓHΦ

. Finally, the following weak formulation can be obtained:

−
∫

Ωc

µo∇Nk ·
∂T̃

∂t
dΩ +

∫

Ωc

µo∇Nk ·∇
∂Φ̃

∂t
dΩ +

∫

ΩnΦ

µ∇Nk ·∇
∂Φ̃

∂t
dΩ

−
∫

ΓncA
∪ΓA,Φ

Nk

(
∇× ∂Ã

∂t

)
· nA dΓ

=

∫

Ωc

µo∇Nk ·
∂T̃ 0

∂t
dΩ +

∫

ΩnΦ

µ∇Nk ·
∂T̃ 0

∂t
dΩ +

∫

ΓBΦ

Nk
∂b

∂t
dΓ

+

∫

Ωc

∇Nk ·
∂R̃

∂t
dΩ, k = 1, · · · , I.

(3.171)

This equation has been multiplied by−1 again, because of symmetry conditions.
The last weak equation of this potential formulation is coming from the time derivative

of the partial differential equation (2.417), the Neumann boundary and interface conditions
(2.421), (2.428), (2.434), (2.438) and (2.439),

∫

ΩnA

W k ·
[
∇×

(
ν∇× ∂Ã

∂t

)
−∇

(
ν∇ · ∂Ã

∂t

)]
dΩ

+

∫

ΓHA

W k ·
[(

ν∇× ∂Ã

∂t

)
× n− ∂K

∂t

]
dΓ +

∫

ΓBA
∪ΓncA

ν∇· ∂Ã

∂t
(W k ·n) dΓ

+

∫

ΓncA

W k ·
[(

∂T̃ 0

∂t
+

∂T̃

∂t
−∇∂Φ̃

∂t

)
× nc +

(
ν∇× ∂Ã

∂t

)
× nA

]
dΓ

+

∫

ΓA,Φ

W k ·
[(

∂T̃ 0

∂t
−∇∂Φ̃

∂t

)
× nΦ +

(
ν∇× ∂Ã

∂t

)
× nA

]
dΓ

=

∫

ΩnA

W k ·
∂J0

∂t
dΩ.

(3.172)

Here

W k × n = 0, on ΓBA
, (3.173)

and
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W k · n = 0, on ΓHA
∪ ΓA,Φ, (3.174)

moreoverk = 1, · · · , J . The second order derivatives in the first integral can be reduced
to first order one by using the following identities:

∇ · (ϕv) = v · ∇ϕ + ϕ∇ · v, (3.175)

and

∇ · (u× v) = v · ∇ × u− u · ∇ × v, (3.176)

with the notationsϕ = ν∇Ã, v = W k andu = ν∇× Ã, i.e.

∫

ΩnA

[
ν (∇×W k) ·

(
∇× ∂Ã

∂t

)
+ ν∇ ·W k∇ ·

∂Ã

∂t

]
dΩ

+

∫

ΓHA
∪ΓBA

∪ΓncA
∪ΓA,Φ

[(
ν∇× ∂Ã

∂t

)
×W k

]
· ndΓ

−
∫

ΓHA
∪ΓBA

∪ΓncA
∪ΓA,Φ

ν∇ · ∂Ã

∂t
(W k · n) dΓ

+

∫

ΓHA

W k ·
[(

ν∇× ∂Ã

∂t

)
× n− ∂K

∂t

]
dΓ

+

∫

ΓBA
∪ΓncA

ν∇ · ∂Ã

∂t
(W k · n) dΓ

+

∫

ΓncA

W k ·
[(

∂T̃ 0

∂t
+

∂T̃

∂t
−∇∂Φ̃

∂t

)
× nc+

(
ν∇× ∂Ã

∂t

)
× nA

]
dΓ

+

∫

ΓA,Φ

W k ·
[(

∂T̃ 0

∂t
−∇∂Φ̃

∂t

)
× nΦ +

(
ν∇× ∂Ã

∂t

)
× nA

]
dΓ

=

∫

ΩnA

W k ·
∂J0

∂t
dΩ.

(3.177)

The first surface integral can be reformulated according to

[(
ν∇× ∂Ã

∂t

)
×W k

]
· n = −W k ·

[(
ν∇× ∂Ã

∂t

)
× n

]
, (3.178)

and it is vanishing onΓHA
∪ΓncA

∪ΓA,Φ according to the third, fifth and sixth integrals.
On the rest part,ΓBA

it is equal to zero because of the Dirichlet type boundary condition
(2.427) andW k × n = 0 here. The second boundary integral term is vanishing on
ΓBA

∪ ΓncA
and it is equal to zero on the rest partΓHA

∪ ΓA,Φ, because of the fourth
boundary integral term and the Dirichlet type conditions (2.422), (2.441), respectively.
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The following weak formulation can be obtained after the above manipulations:

−
∫

ΩnA

[
ν (∇×W k) ·

(
∇× ∂Ã

∂t

)
+ ν∇ ·W k∇ ·

∂Ã

∂t

]
dΩ

−
∫

ΓncA

∂T̃

∂t
· (W k × nA) dΓ−

∫

ΓncA
∪ΓA,Φ

∂Φ̃

∂t
(∇×W k) · nAdΓ =

−
∫

ΩnA

W k ·
∂J0

∂t
dΩ−

∫

ΓHA

W k ·
∂K

∂t
dΓ

−
∫

ΓncA
∪ΓA,Φ

W k ·
(

∂T̃ 0

∂t
× nA

)
dΓ +

∫

C

∂Φ̃

∂t
W k · dl,

(3.179)

wherek = 1, · · · , J . Some notes must be appended here about the boundary integral
terms. First of all, the integral equation has been multiplied by−1, because of symmetry
conditions. The termsW k · (∂T̃ 0/∂t)×nc onΓncA

andW k · (∂T̃ 0/∂t)×nΦ onΓA,Φ

have been put to the right-hand side and notationsnA = −nc andnA = −nΦ have been
used. Because of symmetry, the termW k · (∂T̃ /∂t)× nc onΓncA

is manipulated as

W k ·
(

∂T̃

∂t
× nc

)
= −W k ·

(
∂T̃

∂t
× nA

)
=

∂T̃

∂t
· (W k × nA) . (3.180)

The third termW k · (∇∂Φ̃/∂t×nc), orW k · (∇∂Φ̃/∂t×nΦ) onΓncA
∪ ΓA,Φ can be

reformulated as

∫

ΓncA
∪ΓA,Φ

W k ·
(
∇∂Φ̃

∂t
× nA

)
dΓ =

∫

ΓncA
∪ΓA,Φ

nA ·
(
W k ×∇

∂Φ̃

∂t

)
dΓ, (3.181)

after usingnA = −nc andnA = −nΦ. The identity

∇× (ϕv) = ϕ∇× v − v ×∇ϕ (3.182)

must be applied as

n · [∇× (ϕv)] = ϕ[n · (∇× v)]− n · (v ×∇ϕ) (3.183)

with the notationsϕ = ∂Φ̃/∂t andv = W k, i.e.

∫

ΓncA
∪ΓA,Φ

nA ·
(

W k ×∇
∂Φ̃

∂t

)
dΓ

=

∫

ΓncA
∪ΓA,Φ

∂Φ̃

∂t
[nA · (∇×W k)] dΓ−

∫

C

∂Φ̃

∂t
W k · dl,

(3.184)

where curveC is bounding the interface between theA-region and the region whereΦ
can be found, i.e.Ωc ∪ ΩnΦ

. If this surface is closed (e.g. when symmetry planes are not
taken into account), the curve integral can be eliminated. Otherwise, the curveC meets
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with boundary type ofΓBA
∪ ΓE and/orΓHc

∪ ΓHA
. In the first case,n×W k = 0 (see

(2.427)), i.e.W k ·dl = 0. In the second caseΦ is given by (2.419), i.e.Φ = Φ0. Finally,
∫

C

Φ̃W k · dl =

∫

CH

Φ0W k · dl, (3.185)

whereCH denotes the path lying onΓA,Φ and meetingΓH .
The weak equations of the gaugedT , Φ−A− Φ formulation are:

∫

Ωc

[
1

σ
(∇×W k) ·

(
∇× T̃

)
+

1

σ
∇ ·W k∇ · T̃

]
dΩ

+

∫

Ωc

[
µoW k ·

∂T̃

∂t
− µoW k · ∇

∂Φ̃

∂t

]
dΩ

−
∫

ΓncA

W k ·
(

∂Ã

∂t
× nA

)
dΓ =

−
∫

Ωc

µoW k ·
∂T̃ 0

∂t
dΩ−

∫

Ωc

W k ·
∂R̃

∂t
dΩ,

(3.186)

−
∫

Ωc

µo∇Nk ·
∂T̃

∂t
dΩ +

∫

Ωc

µo∇Nk ·∇
∂Φ̃

∂t
dΩ

+

∫

ΩnΦ

µ∇Nk ·∇
∂Φ̃

∂t
dΩ−

∫

ΓncA
∪ΓA,Φ

Nk

(
∇× ∂Ã

∂t

)
· nA dΓ

=

∫

Ωc

µo∇Nk ·
∂T̃ 0

∂t
dΩ +

∫

ΩnΦ

µ∇Nk ·
∂T̃ 0

∂t
dΩ

+

∫

ΓBΦ

Nk
∂b

∂t
dΓ +

∫

Ωc

∇Nk ·
∂R̃

∂t
dΩ,

(3.187)

−
∫

ΩnA

[
ν (∇×W k) ·

(
∇× ∂Ã

∂t

)
+ ν∇ ·W k∇ ·

∂Ã

∂t

]
dΩ

−
∫

ΓncA

∂T̃

∂t
· (W k × nA) dΓ−

∫

ΓncA
∪ΓA,Φ

∂Φ̃

∂t
(∇×W k) · nAdΓ =

−
∫

ΩnA

W k ·
∂J0

∂t
dΩ−

∫

ΓHA

W k ·
∂K

∂t
dΓ

−
∫

ΓncA
∪ΓA,Φ

W k ·
(

∂T̃ 0

∂t
× nA

)
dΓ +

∫

C

∂Φ̃

∂t
W k · dl.

(3.188)

Herek = 1, · · · , J , k = 1, · · · , I andk = 1, · · · , J , respectively.
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3.3.14 The ungaugedT , Φ−A− Φ formulation

The current vector potentialT with the reduced magnetic scalar potentialΦ is used in the
eddy current regionΩc, the magnetic vector potentialA is used in the holes,ΩnA

and the
reduced magnetic scalar potentialΦ is used in the rest region free of eddy currents,ΩnΦ

.
There are three unknown potentials,T , Φ andA, so three equations must be set up.

It is important to note that the resulting system of equations should be symmetric.
That is the reason why the time derivative of the partial differential equations (2.443),
(2.444) and (2.445) and the according Neumann type boundaryand interface conditions
are taken. This will be highlighted while obtaining the formulation.

The first weak formulation is coming from the partial differential equations (2.442)
and the Neumann type boundary and interface conditions (2.450) and (2.459),

∫

Ωc

W k ·
[
∇×

(
1

σ
∇× T̃

)
+ µo

∂T̃

∂t
− µo∇

∂Φ̃

∂t

]
dΩ

+

∫

ΓE

W k ·
[(

1

σ
∇× T̃

)
× n

]
dΓ

+

∫

ΓncA

W k ·
[(

1

σ
∇× T̃

)
× nc −

∂Ã

∂t
× nA

]
dΓ =

−
∫

Ωc

µoW k ·
∂T̃ 0

∂t
dΩ−

∫

Ωc

W k ·
∂R̃

∂t
dΩ,

(3.189)

where

W k × n = 0, on ΓHc
∪ ΓncΦ

, (3.190)

andk = 1, · · · , J . The second order derivative in the first integral can be reduced to first
order one by using the identity

∇ · (u× v) = v · ∇ × u− u · ∇ × v, (3.191)

with the notationsv = W k andu = 1/σ∇× T̃ , i.e.

∫

Ωc

[
1

σ
(∇×W k) ·

(
∇× T̃

)
+ µoW k ·

∂T̃

∂t
− µoW k · ∇

∂Φ̃

∂t

]
dΩ

+

∫

ΓE∪ΓHc∪ΓncA
∪ΓncΦ

[(
1

σ
∇× T̃

)
×W k

]
·ndΓ

+

∫

ΓE

W k·
[(

1

σ
∇× T̃

)
× n

]
dΓ

+

∫

ΓncA

W k ·
[(

1

σ
∇× T̃

)
× nc −

∂Ã

∂t
× nA

]
dΓ =

−
∫

Ωc

µoW k ·
∂T̃ 0

∂t
dΩ−

∫

Ωc

W k ·
∂R̃

∂t
dΩ.

(3.192)
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The boundary integral terms on the boundary partΓE are vanishing as well as the same
term on the boundary termΓncA

, because the first term of the first boundary integral can
be reformulated as

[(
1

σ
∇× T̃

)
×W k

]
· n

=

[
n×

(
1

σ
∇× T̃

)]
·W k

=−W k ·
[(

1

σ
∇× T̃

)
× n

]
.

(3.193)

The first boundary integral is equal to zero on the rest partΓHc
∪ ΓncΦ

because of the
Dirichlet type boundary and interface conditions (2.446) and (2.455), i.e.W k × n = 0

onΓHc
∪ ΓncΦ

. Finally, the first equation of the weak form is the following:

∫

Ωc

[
1

σ
(∇×W k) ·

(
∇× T̃

)
+ µoW k ·

∂T̃

∂t
− µoW k · ∇

∂Φ̃

∂t

]
dΩ

−
∫

ΓncA

W k ·
(

∂Ã

∂t
× nA

)
dΓ = −

∫

Ωc

µoW k ·
∂T̃ 0

∂t
dΩ

−
∫

Ωc

W k ·
∂R̃

∂t
dΩ,

(3.194)

wherek = 1, · · · , J .
The second weak equation is coming from the time derivative of the partial differential

equations (2.443) and (2.444) and the Neumann type boundaryand interface conditions
(2.451), (2.453), (2.456), (2.458) and (2.461). It is notedthat it is useful to multiply the
partial differential equations (2.443) and (2.444) by−1.

The same form can be obtained as in the gaugedT , Φ − A − Φ formulation, see
(3.167), so the weak formulation is the following:

−
∫

Ωc

µo∇Nk ·
∂T̃

∂t
dΩ +

∫

Ωc

µo∇Nk ·∇
∂Φ̃

∂t
dΩ +

∫

ΩnΦ

µ∇Nk ·∇
∂Φ̃

∂t
dΩ

−
∫

ΓncA
∪ΓA,Φ

Nk

(
∇× ∂Ã

∂t

)
· nA dΓ

=

∫

Ωc

µo∇Nk ·
∂T̃ 0

∂t
dΩ +

∫

ΩnΦ

µ∇Nk ·
∂T̃ 0

∂t
dΩ +

∫

ΓBΦ

Nk
∂b

∂t
dΓ

+

∫

Ωc

∇Nk ·
∂R̃

∂t
dΩ,

(3.195)

wherek = 1, · · · , I.
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The last weak equation of this potential formulation is coming from the time derivative
of the partial differential equations (2.445) and the Neumann type boundary and interface
conditions (2.448), (2.457) and (2.460),

∫

ΩnA

W k ·
[
∇×

(
ν∇× ∂Ã

∂t

)]
dΩ

+

∫

ΓHA

W k ·
[(

ν∇× ∂Ã

∂t

)
× n− ∂K

∂t

]
dΓ

+

∫

ΓncA

W k ·
[(

∂T̃ 0

∂t
+

∂T̃

∂t
−∇∂Φ̃

∂t

)
× nc +

(
ν∇× ∂Ã

∂t

)
× nA

]
dΓ

+

∫

ΓA,Φ

W k ·
[(

∂T̃ 0

∂t
−∇∂Φ̃

∂t

)
× nΦ +

(
ν∇× ∂Ã

∂t

)
× nA

]
dΓ

=

∫

ΩnA

W k ·
(
∇× ∂T̃ 0

∂t

)
dΩ, k = 1, · · · , J.

(3.196)

HereW k × n = 0 on ΓBA
is used. The second order derivative in the first integral can

be reduced to first order one and the integral on the right-hand side can be reformulated
by using the following identity:

∇ · (u× v) = v · ∇ × u− u · ∇ × v, (3.197)

with the notationsv = W k, u = ν∇× (∂Ã/∂t) andu = ∂T̃ 0/∂t i.e.

∫

ΩnA

ν (∇×W k) ·
(
∇× ∂Ã

∂t

)
dΩ

+

∫

ΓHA
∪ΓBA

∪ΓncA
∪ΓA,Φ

[(
ν∇× ∂Ã

∂t

)
×W k

]
· ndΓ

+

∫

ΓHA

W k ·
[(

ν∇× ∂Ã

∂t

)
× n− ∂K

∂t

]
dΓ

+

∫

ΓncA

W k ·
[(

∂T̃ 0

∂t
+

∂T̃

∂t
−∇∂Φ̃

∂t

)
× nc +

(
ν∇× ∂Ã

∂t

)
× nA

]
dΓ

+

∫

ΓA,Φ

W k ·
[(

∂T̃ 0

∂t
−∇∂Φ̃

∂t

)
× nΦ +

(
ν∇× ∂Ã

∂t

)
× nA

]
dΓ

=

∫

ΩnA

(∇×W k) · ∂T̃ 0

∂t
dΩ

+

∫

ΓHA
∪ΓBA

∪ΓncA
∪ΓA,Φ

(
∂T̃ 0

∂t
×W k

)
· ndΓ.

(3.198)
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The first surface integral can be reformulated according to
[(

ν∇× ∂Ã

∂t

)
×W k

]
· n = −W k ·

[(
ν∇× ∂Ã

∂t

)
× n

]
, (3.199)

and it is vanishing onΓHA
∪ ΓncA

∪ ΓA,Φ according to the second, third and fourth
integral terms. On the rest part,ΓBA

, it is equal to zero because of the Dirichlet type
boundary condition (2.452) andW k × n = 0 here. The last boundary integral term can
be reformulated as

(
∂T̃ 0

∂t
×W k

)
· nA = −W k ·

(
∂T̃ 0

∂t
× nA

)
. (3.200)

This is the reason why the last boundary integral term is vanishing onΓncA
∪ ΓA,Φ,

because of the same terms in the third and fourth boundary integral terms andn = −nc

andn = −nΦ. The last boundary integral term is equal to zero onΓBA
as well, since

(2.452) is a Dirichlet type boundary condition, i.e.W k × n = 0 here. According to the
time derivative of (3.146) and (3.147), the surface currentdensityK can be eliminated
from the formulation and the last boundary integral term is vanishing on the rest partΓHA

.
The following weak formulation can be obtained after the above manipulations:

−
∫

ΩnA

ν (∇×W k) ·
(
∇× ∂Ã

∂t

)
dΩ

−
∫

ΓncA

∂T̃

∂t
· (W k × nA) dΓ−

∫

ΓncA
∪ΓA,Φ

∂Φ̃

∂t
(∇×W k) · nAdΓ =

−
∫

ΩnA

(∇×W k) · ∂T̃ 0

∂t
dΩ +

∫

CH

∂Φ̃

∂t
W k · dl.

(3.201)

Some notes must be appended here about the boundary integralterms. First of all, the
equation has been multiplied by−1, because of symmetry conditions, moreover notations
nA = −nc andnA = −nΦ have been used. The termW k · (∂T̃ /∂t) × nc on ΓncA

as well as the third termW k · (∇∂Φ̃/∂t × nc), or W k · (∇∂Φ̃/∂t × nΦ) on ΓncA
∪

ΓA,Φ have been reformulated as it is presented in the last item, see the manipulations
(3.180)–(3.185).

Finally, the weak formulation of the ungaugedT , Φ − A − Φ formulation can be
summarized as

∫

Ωc

[
1

σ
(∇×W k) ·

(
∇× T̃

)
+ µoW k ·

∂T̃

∂t
− µoW k · ∇

∂Φ̃

∂t

]
dΩ

−
∫

ΓncA

W k ·
(

∂Ã

∂t
× nA

)
dΓ = −

∫

Ωc

µoW k ·
∂T̃ 0

∂t
dΩ

−
∫

Ωc

W k ·
∂R̃

∂t
dΩ,

(3.202)
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−
∫

Ωc

µo∇Nk ·
∂T̃

∂t
dΩ +

∫

Ωc

µo∇Nk ·∇
∂Φ̃

∂t
dΩ +

∫

ΩnΦ

µ∇Nk ·∇
∂Φ̃

∂t
dΩ

−
∫

ΓncA
∪ΓA,Φ

Nk

(
∇× ∂Ã

∂t

)
· nA dΓ

=

∫

Ωc

µo∇Nk ·
∂T̃ 0

∂t
dΩ +

∫

ΩnΦ

µ∇Nk ·
∂T̃ 0

∂t
dΩ +

∫

ΓBΦ

Nk
∂b

∂t
dΓ

+

∫

Ωc

∇Nk ·
∂R̃

∂t
dΩ,

(3.203)

−
∫

ΩnA

ν (∇×W k) ·
(
∇× ∂Ã

∂t

)
dΩ

−
∫

ΓncA

∂T̃

∂t
· (W k × nA) dΓ−

∫

ΓncA
∪ΓA,Φ

∂Φ̃

∂t
(∇×W k) · nAdΓ =

−
∫

ΩnA

(∇×W k) · ∂T̃ 0

∂t
dΩ +

∫

CH

∂Φ̃

∂t
W k · dl.

(3.204)

Herek = 1, · · · , J , k = 1, · · · , I andk = 1, · · · , J , respectively.

3.3.15 The gaugedA, V − Φ formulation

The magnetic vector potentialA and the electric scalar potentialV are used in the eddy
current regionΩc and the reduced magnetic scalar potentialΦ is used in the region free of
eddy currents,Ωn. The three unknown potentials,A, V andΦ can be obtained from the
weak formulation of the more general gaugedA, V −A− Φ method (see on page 114),

∫

Ωc

[
νo (∇×W k) ·

(
∇× Ã

)
+ νo∇ ·W k∇ · Ã

]
dΩ

+

∫

Ωc

W k ·
(
σ

∂Ã

∂t
+ σ∇∂ṽ

∂t

)
dΩ +

∫

Γnc

Φ̃ (∇×W k) · nAdΓ

=

∫

Γnc

W k · (T̃ 0 × nA)dΓ +

∫

C

Φ0W k · dl−
∫

Ωc

(∇×W k) · Ĩ dΩ,

(3.205)

∫

Ωc

∇Nk ·
(

σ
∂Ã

∂t
+ σ∇∂ṽ

∂t

)
dΩ = 0, (3.206)

−
∫

Ωn

µ∇Nk · ∇Φ̃ dΩ +

∫

Γnc

Nk(∇× Ã) · nAdΓ =

−
∫

Ωn

µ∇Nk · T̃ 0 dΩ−
∫

ΓB

Nkb dΓ.

(3.207)

Herek = 1, · · · , J , k = 1, · · · , I andk = 1, · · · , I, respectively.
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3.3.16 The ungaugedA, V − Φ formulation

The magnetic vector potentialA with the electric scalar potentialV is used in the eddy
current regionΩc and the reduced magnetic scalar potentialΦ is used in the region free
of eddy currents,Ωn. The three unknown potentials,A, V andΦ, can be obtained by
reducing the weak formulation of the more general ungaugedA, V −A−Φ method (see
on page 119),

∫

Ωc

νo (∇×W k) ·
(
∇× Ã

)
dΩ

+

∫

Ωc

W k ·
(

σ
∂Ã

∂t
+ σ∇∂ṽ

∂t

)
dΩ

+

∫

ΓncΦ

Φ̃ (∇×W k) · nAdΓ

=

∫

C

Φ0W k · dl

−
∫

Ωc

(∇×W k) · Ĩ dΩ,

(3.208)

∫

Ωc

∇Nk ·
(

σ
∂Ã

∂t
+ σ∇∂ṽ

∂t

)
dΩ = 0, (3.209)

−
∫

Ωn

µ∇Nk · ∇Φ̃ dΩ

+

∫

Γnc

Nk(∇× Ã) · nAdΓ =

−
∫

Ωn

µ∇Nk · T̃ 0 dΩ

−
∫

ΓB

Nkb dΓ.

(3.210)

Herek = 1, · · · , J , k = 1, · · · , I andk = 1, · · · , I, respectively.

3.3.17 The gaugedA, V −A− Φ formulation

The magnetic vector potentialA with the electric scalar potentialV is used in the eddy
current regionΩc, the magnetic vector potentialA is used in the holes,ΩnA

and the
reduced magnetic scalar potentialΦ is used in the rest region free of eddy currents,ΩnΦ

.
There are three unknown potentials,A, V andΦ, that is three equations must be set

up.
It is important to note that the resulting system of equations should be symmetric, we

are going to take care about it.
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The first weak formulation is based on the partial differential equations (2.489) and
(2.491), on the Neumann type boundary conditions (2.493), (2.496), (2.501), (2.503) and
on the interface conditions (2.505), (2.506), (2.510), (2.514)

∫

Ωc

W k ·
[
∇×

(
νo∇× Ã

)
−∇

(
νo∇ · Ã

)]
dΩ

+

∫

Ωc

W k ·
(

σ
∂Ã

∂t
+ σ∇∂ṽ

∂t

)
dΩ

+

∫

ΩnA

W k ·
[
∇×

(
ν∇× Ã

)
−∇

(
ν∇ · Ã

)]
dΩ

+

∫

ΓE

νo∇ · Ã(W k · n) dΓ +

∫

ΓBA

ν∇ · Ã(W k · n) dΓ

+

∫

ΓHc

W k ·
[(

νo∇× Ã + Ĩ
)
× n

]
dΓ

+

∫

ΓHA

W k ·
[(

ν∇× Ã
)
× n−K

]
dΓ

+

∫

ΓncA

W k ·
[(

νo∇× Ã + Ĩ
)
× nc +

(
ν∇× Ã

)
× nA

]
dΓ

+

∫

ΓncA

[
νo∇ · Ã(W k · nc) + ν∇ · Ã(W k · nA)

]
dΓ

+

∫

ΓncΦ

W k ·
[(

νo∇× Ã + Ĩ
)
× nc +

(
T̃ 0 −∇Φ̃

)
× nΦ

]
dΓ

+

∫

ΓA,Φ

W k ·
[(

ν∇× Ã
)
× nA +

(
T̃ 0 −∇Φ̃

)
× nΦ

]
dΓ

=

∫

Ωn

W k · J0 dΩ−
∫

Ωc

W k · (∇× Ĩ) dΩ,

(3.211)

where

W k × n = 0, on ΓE ∪ ΓBA
, (3.212)

and

W k · n = 0, on ΓHc
∪ ΓncΦ

∪ ΓHA
∪ ΓA,Φ, (3.213)

moreoverk = 1, · · · , J . The second order derivatives in the first and in the third integrals
can be reduced to first order one by using the identity

∇ · (u× v) = v · ∇ × u− u · ∇ × v, (3.214)

with the notationsv = W k andu = νo∇× Ã, or u = ν∇× Ã and the identity

∇ · (ϕv) = v · ∇ϕ + ϕ∇ · v (3.215)
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with the notationsϕ = νo∇· Ã, orϕ = ν∇· Ã andv = W k also must be used. The last
integral on the right-hand side can also be modified by using the notationsv = W k and
u = Ĩ. This results in

∫

Ωc

[
νo (∇×W k)·

(
∇×Ã

)
+ νo∇ ·W k∇ · Ã

]
dΩ

+

∫

Ωc

W k ·
(
σ

∂Ã

∂t
+ σ∇∂ṽ

∂t

)
dΩ

+

∫

ΩnA

[
ν (∇×W k)·

(
∇× Ã

)
+ ν∇ ·W k∇ · Ã

]
dΩ

+

∫

ΓE∪ΓHc∪ΓncA
∪ΓncΦ

[(
νo∇× Ã

)
×W k

]
· ndΓ

+

∫

ΓBA
∪ΓHA

∪ΓncA
∪ΓA,Φ

[(
ν∇× Ã

)
×W k

]
· ndΓ

−
∫

ΓE∪ΓHc∪ΓncA
∪ΓncΦ

νo∇ · Ã(W k · n) dΓ

−
∫

ΓBA
∪ΓHA

∪ΓncA
∪ΓA,Φ

ν∇ · Ã(W k · n) dΓ

+

∫

ΓE

νo∇ · Ã(W k · n) dΓ +

∫

ΓBA

ν∇ · Ã(W k · n) dΓ

+

∫

ΓHc

W k ·
[(

νo∇× Ã + Ĩ
)
× n

]
dΓ

+

∫

ΓHA

W k ·
[(

ν∇× Ã
)
× n−K

]
dΓ

+

∫

ΓncA

W k ·
[(

νo∇× Ã + Ĩ
)
× nc +

(
ν∇× Ã

)
× nA

]
dΓ

+

∫

ΓncA

[
νo∇ · Ã(W k · nc) + ν∇ · Ã(W k · nA)

]
dΓ

+

∫

ΓncΦ

W k ·
[(

νo∇× Ã + Ĩ
)
× nc +

(
T̃ 0 −∇Φ̃

)
× nΦ

]
dΓ

+

∫

ΓA,Φ

W k ·
[(

ν∇× Ã
)
× nA +

(
T̃ 0 −∇Φ̃

)
× nΦ

]
dΓ

=

∫

Ωn

W k · J0 dΩ−
∫

Ωc

(∇×W k) · Ĩ dΓ

−
∫

ΓE∪ΓHc∪ΓncA
∪ΓncΦ

(Ĩ ×W k) · ndΓ.

(3.216)

The first and the second boundary integrals are vanishing onΓHc
∪ ΓncA

∪ ΓncΦ
and

onΓHA
∪ ΓncA

∪ ΓA,Φ, respectively, because of the seventh, the first term of the eighth,
the ninth, the first term of eleventh and the twelfth boundaryintegrals after using
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[(
ν∇× Ã

)
×W k

]
· n = −W k ·

[(
ν∇× Ã

)
× n

]
. (3.217)

The first and the second boundary integral terms are equal to zero on the rest partsΓE

andΓBA
as well, because of the Dirichlet type boundary conditions (2.499) and (2.502),

i.e. W k × n = 0 on these boundaries. The third and the fourth boundary integral
terms are vanishing onΓE ∪ ΓncA

, on ΓBA
∪ ΓncA

, because of the fifth, the sixth and
the tenth boundary integral terms. On the rest partΓHc

∪ ΓncΦ
and onΓHA

∪ ΓA,Φ

these integral terms are equal to zero, too, because of Dirichlet type boundary conditions
(2.495), (2.513), (2.497) and (2.516), i.e.W k · n = 0 there. The last boundary integral
term on the right is vanishing onΓHc

∪ ΓncA
∪ ΓncΦ

, because of the same terms on the
left-hand side and the identity−(Ĩ ×W k) ·n = (Ĩ ×n) ·W k must be used. It is equal
to zero on the rest partΓE , because of the Dirichlet type boundary condition (2.499).

The last two interface integral terms on the left-hand side containing∇Φ̃ can be
reformulated in the same way as in theA − Φ formulation on page 83, from (3.88) to
(3.92).

Finally, the first equation of the weak form is the following:
∫

Ωc

[
νo (∇×W k)·

(
∇×Ã

)
+ νo∇ ·W k∇ · Ã

]
dΩ

+

∫

Ωc

W k ·
(
σ

∂Ã

∂t
+ σ∇∂ṽ

∂t

)
dΩ

+

∫

ΩnA

[
ν (∇×W k)·

(
∇× Ã

)
+ ν∇ ·W k∇ · Ã

]
dΩ

+

∫

ΓncΦ
∪ΓA,Φ

Φ̃ (∇×W k) · nAdΓ =

∫

ΩnA

W k · J0 dΩ

+

∫

ΓHA

W k ·KdΓ +

∫

ΓncΦ
∪ΓA,Φ

W k · (T̃ 0 × nA)dΓ

+

∫

C

Φ0W k · dl−
∫

Ωc

(∇×W k) · Ĩ dΩ.

(3.218)

Here, all the normal unit vectors are changed tonA, pointing out from the regions where
A can be found (Ωc ∪ ΩnA

) andk = 1, · · · , J .
The partial differential equation (2.490), the Neumann type boundary and interface

conditions (2.494), (2.507) and (2.512) can be summarized in the following formulation.
Here, the conditions are multiplied by−1,

−
∫

Ωc

Nk∇ ·
(

σ
∂Ã

∂t
+ σ∇∂ṽ

∂t

)
dΩ

+

∫

ΓHc∪ΓncA
ΓncΦ

Nk

(
σ

∂Ã

∂t
+ σ∇∂ṽ

∂t

)
· ndΓ = 0,

(3.219)

wherek = 1, · · · , I. The first integral terms can be reformulated by the use of theidentity

∇ · (ϕv) = v · ∇ϕ + ϕ∇ · v (3.220)

with the notationsϕ = Nk andv = σ∂Ã/∂t + σ∇∂ṽ/∂t,
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∫

Ωc

∇Nk ·
(

σ
∂Ã

∂t
+ σ∇∂ṽ

∂t

)
dΩ

−
∫

ΓE∪ΓHc∪ΓncA
∪ΓncΦ

Nk

(
σ

∂Ã

∂t
+ σ∇∂ṽ

∂t

)
· ndΓ

+

∫

ΓHc∪ΓncA
∪ΓncΦ

Nk

(
σ

∂Ã

∂t
+ σ∇∂ṽ

∂t

)
· ndΓ = 0.

(3.221)

The boundary integral terms are vanishing onΓHc
∪ΓncA

∪ΓncΦ
and the first one is equal

to zero becauseNk = 0 on ΓE according to Dirichlet type boundary condition (2.500).
Finally, the following weak formulation can be obtained:

∫

Ωc

∇Nk ·
(

σ
∂Ã

∂t
+ σ∇∂ṽ

∂t

)
dΩ = 0, k = 1, · · · , I. (3.222)

The partial differential equation (2.492), the Neumann type boundary condition (2.504)
and the interface conditions (2.511) and (2.515) build the third weak formulation,

∫

ΩnΦ

Nk∇ · (µ∇Φ̃) dΩ +

∫

ΓBΦ

Nk

(
b + µT̃ 0 · n− µ∇Φ̃ · n

)
dΓ

+

∫

ΓncΦ
∪ΓA,Φ

Nk

[
(∇× Ã) · n+Aµ

(
T̃ 0 −∇Φ̃

)
· nΦ

]
dΓ

=

∫

ΩnΦ

Nk∇ · (µT̃ 0) dΩ,

(3.223)

wherek = 1, · · · , I. The first integral terms can be reformulated by the use of theidentity

∇ · (ϕv) = v · ∇ϕ + ϕ∇ · v (3.224)

with the notationsϕ = Nk andv = µ∇Φ̃,

−
∫

ΩnΦ

µ∇Nk · ∇Φ̃ dΩ +

∫

ΓHΦ
∪ΓBΦ

∪ΓncΦ
∪ΓA,Φ

µNk∇Φ̃ · ndΓ

+

∫

ΓBΦ

Nk

(
b + µT̃ 0 · n− µ∇Φ̃ · n

)
dΓ

+

∫

ΓncΦ
∪ΓA,Φ

Nk

[
(∇× Ã) · nA + µ

(
T̃ 0 −∇Φ̃

)
· nΦ

]
dΓ =

−
∫

ΩnΦ

µ∇Nk · T̃ 0 dΩ +

∫

ΓHΦ
∪ΓBΦ

∪ΓncΦ
∪ΓA,Φ

µNkT̃ 0 · ndΓ.

(3.225)

The first surface integral is vanishing on the partΓBΦ
∪ ΓncΦ

∪ ΓA,Φ of the boundary
because of the same term with opposite sign in the second and in the third surface integrals
(of coursen = nΦ onΓncΦ

∪ ΓA,Φ). The last surface integral is vanishing on the same
part of the boundary according to the second and the third boundary integrals. The first as
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well as the last surface integrals are equal to zero on the rest partΓHΦ
, becauseNk = 0

there according to the Dirichlet type boundary condition (2.498). The result of this math
is as follows:

−
∫

ΩnΦ

µ∇Nk · ∇Φ̃ dΩ +

∫

ΓncΦ
∪ΓA,Φ

Nk(∇× Ã) · nAdΓ =

−
∫

ΩnΦ

µ∇Nk · T̃ 0 dΩ−
∫

ΓBΦ

Nkb dΓ, k = 1, · · · , I.

(3.226)

Finally, the three equations of the weak formulation of the gaugedA, V − A − Φ
method is the following:

∫

Ωc

[
νo (∇×W k)·

(
∇×Ã

)
+ νo∇ ·W k∇ · Ã

]
dΩ

+

∫

Ωc

W k ·
(
σ

∂Ã

∂t
+ σ∇∂ṽ

∂t

)
dΩ

+

∫

ΩnA

[
ν (∇×W k)·

(
∇× Ã

)
+ ν∇ ·W k∇ · Ã

]
dΩ

+

∫

ΓncΦ
∪ΓA,Φ

Φ̃ (∇×W k) · nAdΓ

=

∫

ΩnA

W k · J0 dΩ +

∫

ΓHA

W k ·KdΓ

+

∫

ΓncΦ
∪ΓA,Φ

W k · (T̃ 0 × nA)dΓ +

∫

C

Φ0W k · dl

−
∫

Ωc

(∇×W k) · Ĩ dΩ,

(3.227)

∫

Ωc

∇Nk ·
(

σ
∂Ã

∂t
+ σ∇∂ṽ

∂t

)
dΩ = 0, (3.228)

−
∫

ΩnΦ

µ∇Nk · ∇Φ̃ dΩ +

∫

ΓncΦ
∪ΓA,Φ

Nk(∇× Ã) · nAdΓ =

−
∫

ΩnΦ

µ∇Nk · T̃ 0 dΩ−
∫

ΓBΦ

Nkb dΓ.

(3.229)

Herek = 1, · · · , J , k = 1, · · · , I, k = 1, · · · , I, respectively.

3.3.18 The ungaugedA, V −A− Φ formulation

The magnetic vector potentialA with the electric scalar potentialV is used in the eddy
current regionΩc, the magnetic vector potentialA is used in the holes,ΩnA

and the
reduced magnetic scalar potentialΦ is used in the rest region free of eddy currents,ΩnΦ

.
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There are three unknown potentials,A, V andΦ, so three equations must be set up. It is
important to note that the resulting system of equations should be symmetric.

The source current densityJ0 is represented by the impressed current vector potential
T 0.

The first weak formulation is based on the partial differential equations (2.517) and
(2.519), on the Neumann type boundary conditions (2.521), (2.523) and on the interface
conditions (2.529), (2.532), (2.535). The term∇×T 0 has been appended to the right-hand
side of the partial differential equation (2.517), similarly to (2.519), according to the
definition (3.139). The weak formulation is as follows:

∫

Ωc

W k ·
[
∇×

(
νo∇× Ã

)]
dΩ

+

∫

Ωc

W k ·
(

σ
∂Ã

∂t
+ σ∇∂ṽ

∂t

)
dΩ

+

∫

ΩnA

W k ·
[
∇×

(
ν∇× Ã

)]
dΩ

+

∫

ΓHc

W k ·
[(

νo∇× Ã + Ĩ
)
× n

]
dΓ

+

∫

ΓHA

W k ·
[(

ν∇× Ã
)
× n−K

]
dΓ

+

∫

ΓncA

W k ·
[(

νo∇× Ã + Ĩ
)
× nc +

(
ν∇× Ã

)
× nA

]
dΓ

+

∫

ΓncΦ

W k ·
[(

νo∇× Ã + Ĩ
)
× nc +

(
T̃ 0 −∇Φ̃

)
× nΦ

]
dΓ

+

∫

ΓA,Φ

W k ·
[(

ν∇× Ã
)
× nA +

(
T̃ 0 −∇Φ̃

)
× nΦ

]
dΓ

=

∫

Ωc∪ΩnA

W k · (∇× T̃ 0)dΩ

−
∫

Ωc

W k · (∇× Ĩ)dΩ,

(3.230)

where

W k × n = 0, on ΓE ∪ ΓBA
, (3.231)

andk = 1, · · · , J . The second order derivatives in the first and in the third integrals can
be reduced to first order one by using the identity

∇ · (u× v) = v · ∇ × u− u · ∇ × v, (3.232)

with the notationsv = W k andu = νo∇ × Ã, or u = ν∇ × Ã. The integrals on the
right-hand side can also be reformulated byv = W k, u = T̃ 0 andu = Ĩ. This results
in
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∫

Ωc

νo (∇×W k) ·
(
∇× Ã

)
dΩ +

∫

Ωc

W k ·
(

σ
∂Ã

∂t
+ σ∇∂ṽ

∂t

)
dΩ

+

∫

ΩnA

ν (∇×W k) ·
(
∇× Ã

)
dΩ

+

∫

ΓE∪ΓHc∪ΓncA
∪ΓncΦ

[(
νo∇× Ã

)
×W k

]
· ndΓ

+

∫

ΓBA
∪ΓHA

∪ΓncA
∪ΓA,Φ

[(
ν∇× Ã

)
×W k

]
· ndΓ

+

∫

ΓHc

W k ·
[(

νo∇× Ã + Ĩ
)
× n

]
dΓ

+

∫

ΓHA

W k ·
[(

ν∇× Ã
)
× n−K

]
dΓ

+

∫

ΓncA

W k ·
[(

νo∇× Ã + Ĩ
)
× nc +

(
ν∇× Ã

)
× nA

]
dΓ

+

∫

ΓncΦ

W k ·
[(

νo∇× Ã + Ĩ
)
× nc +

(
T̃ 0 −∇Φ̃

)
× nΦ

]
dΓ

+

∫

ΓA,Φ

W k ·
[(

ν∇× Ã
)
× nA +

(
T̃ 0 −∇Φ̃

)
× nΦ

]
dΓ

=

∫

Ωc∪ΩnA

(∇×W k) · T̃ 0 dΩ

+

∫

ΓE∪ΓHc∪ΓncA
∪ΓncΦ

(T̃ 0 ×W k) · ndΓ

+

∫

ΓBA
∪ΓHA

∪ΓncA
∪ΓA,Φ

(T̃ 0 ×W k) · ndΓ

−
∫

Ωc

(∇×W k) · Ĩ dΓ−
∫

ΓE∪ΓHc∪ΓncA
∪ΓncΦ

(Ĩ ×W k) · ndΓ.

(3.233)

The first and the second boundary integral terms are vanishing on the boundary partΓHc
∪

ΓncA
∪ ΓncΦ

and onΓHA
∪ ΓncA

∪ ΓA,Φ, respectively, because of the third, fourth, fifth
and the first term of the sixth and of the seventh boundary integral terms after using the
identity

[(
ν∇× Ã

)
×W k

]
· n = −W k ·

[(
ν∇× Ã

)
× n

]
. (3.234)

The first and the second boundary integral terms are equal to zero on the rest partsΓE

andΓBA
as well, because of the Dirichlet type boundary condition (2.525) and (2.527),

i.e. W k × n = 0 on these boundaries.
The first and the second boundary integral terms on the right-hand side are vanishing

onΓncΦ
and onΓA,Φ according to the sixth and the seventh terms and that

W k · (T̃ 0 × nΦ) = nΦ · (W k × T̃ 0) = −nΦ · (T̃ 0 ×W k), (3.235)
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and−nΦ = nc and−nΦ = nA in the first and in the second case, respectively. OnΓncA
,

they compensate each others, because the normal unit vectors have opposite direction.
Dirichlet type boundary conditions (2.525) and (2.527) aresatisfied onΓE and onΓB,
that is why these two surface integrals are equal to zero on these parts of the boundary.
On the rest segments, the tangential component of the impressed current vector potential
must be equal to zero,n × T̃ 0 = 0, however, it is useful to apply (3.146), because the
surface current termK can be eliminated on the left-hand side.

The surface integral terms containing the nonlinear residual termĨ are vanishing on
ΓHc
∪ΓncA

∪ΓncΦ
, because of the same terms on the left-hand side.OnΓE , W k×n = 0

according to the Dirichlet type boundary condition (2.525).
The interface integral terms containing∇Φ̃ can be reformulated in the same way as

in theA− Φ formulation on page 83, from (3.88) to (3.92) and seeFig. 2.18.
Finally, the first equation of the weak form is the following:

∫

Ωc

νo (∇×W k) ·
(
∇× Ã

)
dΩ

+

∫

Ωc

W k ·
(
σ

∂Ã

∂t
+ σ∇∂ṽ

∂t

)
dΩ

+

∫

ΩnA

ν (∇×W k) ·
(
∇× Ã

)
dΩ

+

∫

ΓncΦ
∪ΓA,Φ

Φ̃ (∇×W k) · nAdΓ

=

∫

Ωc∪ΩnA

(∇×W k) · T̃ 0 dΩ

+

∫

C

Φ0W k · dl−
∫

Ωc

(∇×W k) · Ĩ dΩ,

(3.236)

andk = 1, · · · , J . Here, all the normal unit vectors are changed tonA, pointing out from
the regions whereA can be found (Ωc ∪ ΩnA

).
The partial differential equation (2.518), the Neumann type boundary and interface

conditions (2.522), (2.530) and (2.534) can be summarized in the following formulation.
Here, the conditions are multiplied by−1,

−
∫

Ωc

Nk∇ ·
(

σ
∂Ã

∂t
+ σ∇∂ṽ

∂t

)
dΩ

+

∫

ΓHc∪ΓncA
ΓncΦ

Nk

(
σ

∂Ã

∂t
+ σ∇∂ṽ

∂t

)
· ndΓ = 0,

(3.237)

which is the same as in the gaugedA, V −A−Φ formulation presented in the last item.
The weak formulation is repeated here,

∫

Ωc

∇Nk ·
(

σ
∂Ã

∂t
+ σ∇∂ṽ

∂t

)
dΩ = 0, k = 1, · · · , I. (3.238)
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The partial differential equation (2.520), the Neumann boundary condition (2.528)
and the interface conditions (2.533) and (2.536) build the third weak formulation,

∫

ΩnΦ

Nk∇ · (µ∇Φ̃) dΩ +

∫

ΓBΦ

Nk

(
b + µT̃ 0 · n− µ∇Φ̃ · n

)
dΓ

+

∫

ΓncΦ
∪ΓA,Φ

Nk

[
(∇× Ã) · nA + µ

(
T̃ 0 −∇Φ̃

)
· nΦ

]
dΓ

=

∫

ΩnΦ

Nk∇ · (µT̃ 0) dΩ.

(3.239)

Obtaining the weak formulation can be realized in the same way as it was presented in
the last item, in the gaugedA, V −A− Φ formulation,

−
∫

ΩnΦ

µ∇Nk · ∇Φ̃ dΩ +

∫

ΓncΦ
∪ΓA,Φ

Nk(∇× Ã) · nAdΓ =

−
∫

ΩnΦ

µ∇Nk · T̃ 0 dΩ−
∫

ΓBΦ

Nkb dΓ, k = 1, · · · , I.

(3.240)

Finally, the three equations of the weak formulation of the ungaugedA, V −A − Φ
method is the following:

∫

Ωc

νo (∇×W k) ·
(
∇× Ã

)
dΩ +

∫

Ωc

W k ·
(
σ

∂Ã

∂t
+ σ∇∂ṽ

∂t

)
dΩ

+

∫

ΩnA

ν (∇×W k) ·
(
∇× Ã

)
dΩ

+

∫

ΓncΦ
∪ΓA,Φ

Φ̃ (∇×W k) · nAdΓ =

∫

ΩnA

(∇×W k) · T̃ 0 dΩ

+

∫

C

Φ0W k · dl−
∫

Ωc

(∇×W k) · Ĩ dΩ, k = 1, · · · , J,

(3.241)

∫

Ωc

∇Nk ·
(

σ
∂Ã

∂t
+ σ∇∂ṽ

∂t

)
dΩ = 0, k = 1, · · · , I, (3.242)

−
∫

ΩnΦ

µ∇Nk · ∇Φ̃ dΩ +

∫

ΓncΦ
∪ΓA,Φ

Nk(∇× Ã) · nAdΓ =

−
∫

ΩnΦ

µ∇Nk · T̃ 0 dΩ−
∫

ΓBΦ

Nkb dΓ, k = 1, · · · , I.

(3.243)



4 The finite element method

By using scalar and vector potentials, Maxwell’s equationscan be transformed into partial
differential equations as it is introduced in section 2.3. Generally, the partial differential
equations can be solved by numerical methods [3,5,11,12,19,28,41–43,46,52,59,68,71,
77,78,81–83,94,95]. One of these numerical methods is the finite element method, which
is based on the weak formulation of the partial differentialequations, as it is presented in
the previous chapter.

The basis of numerical techniques is to reduce the partial differential equations to
algebraic ones whose solution gives an approximation of theunknown potentials and
electromagnetic field quantities. This reduction can be done by discretizing the partial
differential equations in time if necessary and in space. The potential functions, the
approximation method and the generated mesh distinguish the numerical field solvers.

This section summarize the finite element method as a CAD technique in electrical
engineering to obtain the electromagnetic field quantitiesin the case of static magnetic
field and eddy current field problems. Here, we show how to discretize the analyzed
domain with finite elements, how to approximate potential functions with nodal and vector
shape functions and how to build up the system of equations, which solution obtain the
unknown potentials.

4.1 Fundamentals of FEM

TheFinite Element Method(FEM) is the most popular and the most flexible numerical
technique to determine the approximate solution of the partial differential equations in
engineering [3,5,11,12,19,28,41–43,46,52,59,68,71,77,78,81–83,94,95]. For example,
commercially available FEM software package isCOMSOL Multiphysics, which is able
to solve one, two and three-dimensional problems [19,88] (see last chapter). A free mesh
generator with a built-in CAD engine and post-processor is Gmsh [89].

The main steps of simulation with FEM are illustrated inFig. 4.1. Firstly, in the
model specification phase, the model of the real life problem, which simulation require
electromagnetic field calculations must be set up, i.e. we have to find out the partial
differential equations, which must be solved with prescribed boundary and continuity
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conditions. We have to find out, whether it is a linear or a nonlinear problem and how
the characteristics look like. After selecting potentials, the weak formulation of these
partial differential equations must be worked out as well. It is depending on the problem,
of course, but the chosen mathematical model of the arrangement should be adequate
to calculate electromagnetic field quantities in the given accuracy. The geometry of the
problem must be defined by a CAD software tool, e.g. by using a user friendly interface,
see e.g.Fig. 4.2.

The next step is thepreprocessingtask. Here we have to give the values of different
parameters, such as the material properties, i.e. the constitutive relations, the excitation
signal and the others. The geometry can be simplified according to symmetries or axial
symmetries.

The geometry of the problem must be discretized by aFEM mesh. The fundamental
idea of FEM is to divide the problem region to be analyzed intosmaller finite elements
with given shape. A finite element can be e.g.triangle (Fig. 4.3(a)) orquadrangle
(Fig. 4.3(b)) in 2D, e.g. tetrahedron(Fig. 4.4(a)) orhexahedra(Fig. 4.4(b)) in 3D. A
triangle has three vertices 1, 2 and 3, here numbered counter-clockwise and has 3 edges.
The quadrangle element has 4 nodes and 4 edges. A tetrahedralelement has 4 vertices

Specify model

Data

FEM mesh generation

Equations of one finite element

Assembling equations

Solver

Postprocessing
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Fig. 4.1. Steps of simulation by FEM
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Fig. 4.2. COMSOL Multiphysics, a CAD environment to solve electromagnetic
field problems

and 6 edges and a hexahedral element has 8 nodes and 12 edges (the usual numbering of
nodes is shown in the illustrations).

There are some simple rules, how to generate a mesh. Neither overlapping nor holes
are allowed in the generated finite element mesh. If materialinterface are included in
the problem region, the configuration of mesh must be adaptedto these boundaries, i.e.
interfaces coincide with finite element interfaces.

FEM mesh, as two illustrations, generated by COMSOL Multiphysics [88] can be
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edge

vertex

(a) Triangular element
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vertex

(b) Quadrangle element

Fig. 4.3. Typical finite elements in the two-dimensionalx− y plane
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Fig. 4.4. Typical finite elements in 3D

seen inFig. 4.5 and inFig. 4.6. The first 2D illustration (Fig. 4.5) shows the mesh of
a horseshoe-shaped permanent magnet. The two ends are pre-magnetized in different
directions. The second illustration (Fig. 4.6) presents a model of a micro-scale square
inductor, used for LC bandpass filters in microelectromechanical systems. The model
geometry consists of the spiral-shaped inductor and the airsurrounding it (the mesh in air
is not shown). The outer dimensions of the model geometry arearound 0.3 mm. These
illustrations are cited from the Model Documentation of COMSOL Multiphysics.

Fig. 4.5. COMSOL model of a permanent magnet, geometry is meshed by triangles

The next step in FEM simulations is solving the problem. The FEM equations, based
on the weak formulations, must be set up in the level of one finite element, then these
equations must be assembled through the FEM mesh.Assemblingmeans that the global
system of equations is built up, which solution is the approximation of the introduced
potential. The obtained global system of algebraic equations is linear, or nonlinear but
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Fig. 4.6. COMSOL model of a micro-scale square inductor, geometry is discretized by
tetrahedral shape finite elements

linearized, depending on the medium to be analyzed. Then this global system of equations
must be solved by a solver. The computation may contain iteration if the constitutive
equations are nonlinear. This is the situation when simulating ferromagnetic materials
with nonlinear characteristics. Iteration means that the system of equations must be set
up and must be solved step by step until convergence is reached. If the problem is time
dependent, then the solution must be worked out at every discrete time instant.

The result of computations is the approximated potential value in the FEM mesh. Any
electromagnetic field quantity (e.g. magnetic field intensity, or magnetic flux density,
etc.) can be calculated by using the potentials at thepostprocessingstage. Capacitance,
inductance, energy, force and other quantities can also be calculated. The postprocessing
give a chance to modify the geometry, the material parameters or the FEM mesh to
get more accurate result. The COMSOL Multiphysics [88] has been used to show two
examples about postprocessing. The pattern of the magneticfield around the permanent
magnet is well known through experiments (seeFig. 4.7). Figure 4.8 shows the electric
potential in the inductor and the magnetic flux lines. The thickness of the flow lines
represents the magnitude of the magnetic flux.

Fig. 4.7. COMSOL solution of the static magnetic field generated
by a permanent magnet
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Fig. 4.8. Electric potential in the device and magnetic flux lines around the device,
the problem has been solved by COMSOL

4.2 Approximating potentials with shape functions

It has been shown in section 2.3 that the introduced potential function can be scalar valued
(e.g. the magnetic scalar potentialΦ, or the electric scalar potentialV ), or vector valued
(e.g. the current vector potentialT , or the magnetic vector potentialA).

The scalar potential functions can be approximated by so-called nodal shape functions
and the vector potential functions can be approximated by either nodal or so-calledvector
shape functions, also callededge shape functions. Generally, a shape function is a simple
continuous polynomial function defined in a finite element and it is depending on the type
of the used finite element.

Shape functions have the following general properties [59]:

(i) Each shape function is defined in the entire problem region;

(ii ) Each scalar shape function corresponds to just one nodal point and each vector
shape function corresponds to just one edge;

(iii ) Each scalar shape function is nonzero over just those finiteelements that contain its
nodal point and equals to zero over all other elements. Each vector shape function
in nonzero over just those finite elements that contain its edge and equals to zero
over all other elements;

(iv) The scalar shape function has a value unity at its nodal point and zero at all other
nodal points. The line integral of a vector shape function isequal to one along its
edge and the line integral of it is equal to zero along the other edges;

(v) The shape functions are linearly independent, i.e. no shape function equals a linear
combination of the other shape functions.

The accuracy of solution obtained by FEM can be increased in three ways. The
first one is increasing the number of finite elements, i.e. decreasing the element size.
It is calledh-FEM. The second way is to increase the degree of polynomials building
up a shape function (e.g. using Lagrange or Legendre interpolation functions). This
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is the so-calledp-FEM. The mixture of these methods results inhp-FEM. Potentials
approximated byh-version orp-version are assigned in the indices of the potentials.

4.2.1 Nodal finite elements

Scalar potential functions can be represented by a linear combination of shape functions
associated with nodes of the finite element mesh. Within a finite element, a scalar potential
functionΦ = Φ(r, t) is approximated by

Φ ≃
m∑

i=1

NiΦi, (4.1)

whereNi = Ni(r) and Φi = Φi(t) are thenodal shape functionsand the value of
potential function corresponding to theith node, respectively. The number of degrees of
freedom ism = 2 in 1D problems,m = 3 in a 2D problem using triangular FEM mesh
andm = 4 in a 3D arrangement meshed by tetrahedral elements and the shape functions
are linear. The nodal shape functions can be defined by the relation

Ni =

{
1, at the nodei,
0, at other nodes.

(4.2)

(i) In 1D, the linear shape functions can be build up by

N1 =
x2 − x

x2 − x1
, and N2 =

x− x1

x2 − x1
, (4.3)

wherex1 andx2 are the coordinates of the boundaries of one finite element. The linear
shape functions are plotted inFig. 4.9. It is easy to control the equation (4.2).

x1 x2

N2(x)N1(x)

1

Fig. 4.9. The 1D linear shape functionsN1(x) andN2(x)

If the values of the potential are known in the two boundary pointsx1 andx2, then the
potential can be determined easily inside the finite elementx1 ≤ x ≤ x2 as (seeFig. 4.10)

Φ = N1 Φ1 + N2 Φ2 =
x2 − x

x2 − x1
Φ1 +

x− x1

x2 − x1
Φ2. (4.4)

Of course, it is valid in the other finite elements as well, e.g. if x2 ≤ x ≤ x3, then

Φ = N1 Φ2 + N2 Φ3 =
x3 − x

x3 − x2
Φ2 +

x− x2

x3 − x2
Φ3, (4.5)

andN1, N2 are shifted to the second finite element.
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The scalar potential is continuous in the whole 1D region. Itis noted here that the
accuracy of approximation can be increased by decreasing the length of the elements,
especially where the rate of change of the solution is large,e.g. betweenx3 andx4 in
Fig. 4.10. Here, the mesh can be very fine and higher order approximation can results in
better solution.

x1 x2 x3 x4

N2(x)N1(x)

1

Φ4

Φ3

Φ2

Φ1

Fig. 4.10. Known potential values are approximated by linear functions

One way to build up higher order shape functions is usingLagrange interpolation
functions, defined by the formula

Ni(x) =
m∏

j=1, j 6=i

x− xj

xi − xj
. (4.6)

The order ism − 1 andNi(x) is equal to one in the nodei and equal to zero in all the
other nodes. Here, second and third order approximations are shown.

The second order approximation can be defined by 3 quadratic shape functions (i.e.
m = 3 in (4.1), seeFig. 4.11),

N1 =
(x − x2)(x − x3)

(x1 − x2)(x1 − x3)
, (4.7)

x1 x2x3

N2(x)N1(x)
N3(x)

1

Fig. 4.11. The 1D quadratic shape functionsN1(x), N2(x) andN3(x)
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N2 =
(x − x1)(x − x3)

(x2 − x1)(x2 − x3)
, (4.8)

N3 =
(x − x1)(x − x2)

(x3 − x1)(x3 − x2)
, (4.9)

and the new pointx3 is placed in the center of the element,

x3 =
x1 + x2

2
. (4.10)

The third order approximation can be defined by 4 cubic shape functions (m = 4 in
(4.1), seeFig. 4.12),

N1 =
(x− x2)(x− x3)(x − x4)

(x1 − x2)(x1 − x3)(x1 − x4)
, (4.11)

N2 =
(x− x1)(x− x3)(x − x4)

(x2 − x1)(x2 − x3)(x2 − x4)
, (4.12)

N3 =
(x− x1)(x− x2)(x − x4)

(x3 − x1)(x3 − x2)(x3 − x4)
, (4.13)

N4 =
(x− x1)(x− x2)(x − x3)

(x4 − x1)(x4 − x2)(x4 − x3)
, (4.14)

and the new pointsx3 andx4 are placed inside the element as

x3 =
1(x1 + x2)

3
, x4 =

2(x1 + x2)

3
. (4.15)

x1 x2x3 x4

N2(x)

N1(x)

N3(x) N4(x)

1

Fig. 4.12. The 1D cubic shape functionsN1(x), N2(x), N3(x) andN4(x)

With this technique, the interpolation functions of any order can be defined and the
equation (4.2) can be controlled.

Figure 4.13 shows the higher order approximation of the potential plotted inFig. 4.10.
This illustration shows the applicability of higher order functions.

(ii) 2D linear shape functions can be built up as follows when using afinite element
mesh withtriangular finite elements. Linear basis functions can be introduced by using
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x1 x2 x3 x4

Φ4

Φ3

Φ2

Φ1

Fig. 4.13. Known potential values are approximated by quadratic functions

the so-calledbarycentric coordinate systemin a triangle as follows. The area of a triangle
is denoted by∆ and it can be calculated as

∆ =
1

2

∣∣∣∣∣∣

1 x1 y1

1 x2 y2

1 x3 y3

∣∣∣∣∣∣
, (4.16)

where(x1, y1), (x2, y2) and(x3, y3) are the coordinates of the three nodes of the triangle
in the global coordinate system building an anticlockwise sequence. Thearea functions
(seeFig. 4.14) of a given point inside the triangle with coordinates(x, y) can be calculated
as

∆1 =
1

2

∣∣∣∣∣∣

1 x y
1 x2 y2

1 x3 y3

∣∣∣∣∣∣
, ∆2 =

1

2

∣∣∣∣∣∣

1 x1 y1

1 x y
1 x3 y3

∣∣∣∣∣∣
, ∆3 =

1

2

∣∣∣∣∣∣

1 x1 y1

1 x2 y2

1 x y

∣∣∣∣∣∣
, (4.17)

i.e. ∆1 = ∆1(x, y), ∆2 = ∆2(x, y) and∆3 = ∆3(x, y) are depending on the coordinates
x andy.

The barycentric coordinatesLi = Li(x, y) can be defined by the above area functions
as

Li =
∆i

∆
, i = 1, 2, 3. (4.18)

Three linear shape functionsNi = Ni(x, y) can be described as

Ni = Li, i = 1, 2, 3. (4.19)

The shape functionNi is equal to 1 at theith node of the triangle and it is equal to zero at
the other two nodes, because∆i is equal to∆ at nodei and it is equal to zero at the other
two nodes. That is why the relation (4.2) is satisfied. It is obvious that the three shape
functions are linearly independent.

The linear shape functionsNi (i = 1, 2, 3) vary linearly over the triangle, because the
fraction∆i/∆ measures the perpendicular distance of the point(x, y) toward the vertex
opposite to nodei as it is illustrated inFig. 4.15 and the linear shape function is constant
along such a line. The three linear shape functions are shownin Fig. 4.16.
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(x1, y1)

(x2, y2)

(x3, y3)

∆1

∆3

∆2 (x, y)

Fig. 4.14. The area function of a triangle

(x1, y1)

(x2, y2)

(x3, y3)

∆1

∆1/∆ = 1

∆1/∆ = 0.75

∆1/∆ = 0.5

∆1/∆ = 0.25

∆1/∆ = 0

(x, y)

Fig. 4.15. Fraction∆i/∆ measures the perpendicular distance of the point(x, y) toward
the vertex opposite to nodei (herei = 1)

If the potential at the nodes is known, then a linear approximation of the potential
function can be represented by (4.1). The derivative of a first order approximation is
zeroth order, i.e. constant. The magnetic field intensityH, or the magnetic flux density
B are constant within a triangle, if these are obtained from a first order approximation by
H = −∇Φ, or B = ∇×A. This may results in inaccurate solution. This is the reason
why higher order approximations are studied. Here, only thesecond and the third order
approximations are shown.

Higher order shape functions can also be built up by using thebarycentric coordinates
L1, L2 andL3 introduced above in (4.18) [46].
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(x1, y1)

(x2, y2)

(x3, y3)

1

(a) N1(x, y)

(x1, y1)

(x2, y2)

(x3, y3)

1

(b) N2(x, y)

(x1, y1)

(x2, y2)

(x3, y3)

1

(c) N3(x, y)

Fig. 4.16. The 2D linear shape functionsN1(x, y), N2(x, y) andN3(x, y)

A polynomial of ordern must contain all possible termsxp yq, 0 ≤ p + q ≤ n, as it
is presented byPascal’s triangle,

1

x y

x2 xy y2

x3 x2y xy2 y3 · · ·

The first row contains the only one term of the zeroth order polynomials, the second,
third and fourth rows contain the terms of the first, second and third order polynomials.
Pascal’s triangle can be used to generate the elements of a polynomial with given order.



136 4. THE FINITE ELEMENT METHOD

Such a polynomial contains

m =
(n + 1)(n + 2)

2
(4.20)

elements altogether, i.e.m = 1, m = 3, m = 6 andm = 10 in the case of zeroth,
first, second and third order polynomials. It means thatm coefficients must be expressed,
finally m points must be placed within a triangle. Pascal’s triangle can be continued, of
course.

The interpolation function of ordern can be constructed as

Ni = Pn
I (L1)Pn

J (L2)Pn
K(L3), where I + J + K = n, (4.21)

and the integersI, J andK label the nodes within the triangle, resulting in a numbering
scheme. Figure 4.17,Fig. 4.18 andFig. 4.19 illustrate the numbering scheme of the first,
the second and the third order approximations. It is noted that points must be inserted not
only the edges, but inside the triangle, ifn > 2.

The polynomialsPn
I (L1), Pn

J (L2) andPn
K(L3) are defined as

Pn
I (L1) =

I−1∏

p=0

n L1 − p

I − p
=

1

I!

I−1∏

p=0

(n L1 − p), if I > 0, (4.22)

Pn
J (L2) =

J−1∏

p=0

n L2 − p

J − p
=

1

J !

J−1∏

p=0

(n L2 − p), if J > 0, (4.23)

Pn
K(L3) =

K−1∏

p=0

n L3 − p

K − p
=

1

K!

K−1∏

p=0

(n L3 − p), if K > 0, (4.24)

and as a definition

Pn
0 = 1. (4.25)

If n = 1, thenm = 3, i.e. (seeFig. 4.17)

N1 = P 1
1 (L1)P 1

0 (L2)P 1
0 (L3) = L1, (4.26)

N2 = P 1
0 (L1)P 1

1 (L2)P 1
0 (L3) = L2, (4.27)

N3 = P 1
0 (L1)P 1

0 (L2)P 1
1 (L3) = L3, (4.28)

since

P 1
1 (Li) =

1−1∏

p=0

1 Li − p

1− p
= Li, (4.29)

as it was mentioned in (4.19).
If n = 2, thenm = 6, i.e. (seeFig. 4.18)

N1 = P 2
2 (L1)P 2

0 (L2)P 2
0 (L3) = L1(2 L1 − 1), (4.30)
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1 : (1, 0, 0)

2 : (0, 1, 0)

3 : (0, 0, 1)

Fig. 4.17. Numbering scheme for linear element,n = 1

1 : (2, 0, 0)

2 : (0, 2, 0)

3 : (0, 0, 2)

4 : (1, 1, 0)

5 : (0, 1, 1)

6 : (1, 0, 1)

Fig. 4.18. Numbering scheme for quadratic element,n = 2

1 : (3, 0, 0)

2 : (0, 3, 0)

3 : (0, 0, 3)

4 : (2, 1, 0)
5 : (1, 2, 0)

6 : (0, 2, 1)

7 : (0, 1, 2)
8 : (1, 0, 2)

9 : (2, 0, 1)
10 : (1, 1, 1)

Fig. 4.19. Numbering scheme for cubic element,n = 3

N2 = P 2
0 (L1)P 2

2 (L2)P 2
0 (L3) = L2(2 L2 − 1), (4.31)

N3 = P 2
0 (L1)P 2

0 (L2)P 2
2 (L3) = L3(2 L3 − 1), (4.32)

N4 = P 2
1 (L1)P 2

1 (L2)P 2
0 (L3) = 4 L1 L2, (4.33)
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N5 = P 2
0 (L1)P 2

1 (L2)P 2
1 (L3) = 4 L2 L3, (4.34)

N6 = P 2
1 (L1)P 2

0 (L2)P 2
1 (L3) = 4 L1 L3, (4.35)

because

P 2
1 (Li) =

1−1∏

p=0

2 Li − p

1− p
= 2 Li, (4.36)

and

P 2
2 (Li) =

2−1∏

p=0

2 Li − p

2− p
=

2 Li

2

2 Li − 1

1
= Li(2 Li − 1). (4.37)

Figure 4.20 shows the shape functionsN1 andN4. The other shape functions look like
these,N2 andN3 are the same asN1, moreoverN5 andN6 are the same asN4, but they
must be rotated to the corresponding nodes.

(x1, y1)

(x2, y2)

(x3, y3)

1

(a) N1(x, y)

(x1, y1)

(x2, y2)

(x3, y3)

1

(b) N4(x, y)

Fig. 4.20. The 2D quadratic shape functionsN1(x, y) andN4(x, y)

Finally, if n = 3, m = 10, shape functions can be constructed as (seeFig. 4.21)

N1 = P 3
3 (L1)P 3

0 (L2)P 3
0 (L3) =

1

2
L1(3 L1 − 1)(3 L1 − 2), (4.38)

N2 = P 3
0 (L1)P 3

3 (L2)P 3
0 (L3) =

1

2
L2(3 L2 − 1)(3 L2 − 2), (4.39)

N3 = P 3
0 (L1)P 3

0 (L2)P 3
3 (L3) =

1

2
L3(3 L3 − 1)(3 L3 − 2), (4.40)

N4 = P 3
2 (L1)P 3

1 (L2)P 3
0 (L3) =

9

2
L1(3 L1 − 1)L2, (4.41)

N5 = P 3
1 (L1)P 3

2 (L2)P 3
0 (L3) =

9

2
L2(3 L2 − 1)L1, (4.42)
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N6 = P 3
0 (L1)P 3

2 (L2)P 3
1 (L3) =

9

2
L2(3 L2 − 1)L3, (4.43)

N7 = P 3
0 (L1)P 3

1 (L2)P 3
2 (L3) =

9

2
L3(3 L3 − 1)L2, (4.44)

N8 = P 3
1 (L1)P 3

0 (L2)P 3
2 (L3) =

9

2
L3(3 L3 − 1)L1, (4.45)

N9 = P 3
2 (L1)P 3

0 (L2)P 3
1 (L3) =

9

2
L1(3 L1 − 1)L3, (4.46)

N10 = P 3
1 (L1)P 3

1 (L2)P 3
1 (L3) = 27 L1 L2 L3, (4.47)

because

P 3
1 (Li) =

1−1∏

p=0

3 Li − p

1− p
= 3 Li, (4.48)

P 3
2 (Li) =

2−1∏

p=0

3 Li − p

2− p
=

3 Li

2

3 Li − 1

1
=

3

2
Li(3 Li − 1), (4.49)

P 3
3 (Li) =

3−1∏

p=0

3 Li − p

3− p
=

3 Li

3

3 Li − 1

2

3 Li − 2

1

=
1

2
Li(3 Li − 1)(3 Li − 2).

(4.50)

These functions satisfy the condition (4.2). Figure 4.21 shows the shape functions
N1 andN5, as examples. The other shape functions look like these,N2 andN3 are the
same asN1, N4, N6, N7, N8 andN9 look like N5, but they must be imagined at the
corresponding nodes. The shape functionN10 is equal to one at the center of mass of the
triangle and equal to zero on the other nine nodes.

(x1, y1)

(x2, y2)

(x3, y3)

1

(a) N1(x, y)

(x1, y1)

(x2, y2)

(x3, y3)

1

(b) N5(x, y)

Fig. 4.21. The 2D cubic shape functionsN1(x, y) andN5(x, y)
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The scalar potential along any edge of a triangle is the linear combination of the
values defined in the points of this edge (seeFig. 4.17,Fig. 4.18,Fig. 4.19), so that if
two triangles share the same vertice, the potential will be continuous across the interface
element boundary. This means that the approximate solutionis continuous everywhere,
however, its normal derivate is not.

It is easy to see that the 1D shape functions are the same as thefunctions along the
edges of a triangle.

(iii) 3D linear shape functions can be worked out as follows when using tetrahedral
finite elements. Linear basis functions can be introduced again by using thebarycentric
coordinate system. The volume of a tetrahedron is denoted byV and it can be expressed
as

V =
1

6

∣∣∣∣∣∣

x4 − x1 y4 − y1 z4 − z1

x4 − x2 y4 − y2 z4 − z2

x4 − x3 y4 − y3 z4 − z3

∣∣∣∣∣∣
, (4.51)

where(x1, y1, z1), (x2, y2, z2), (x3, y3, z3) and(x4, y4, z4) are the coordinates of the four
nodes of the tetrahedron as shown inFig. 4.22. The volume functions according to a given
point inside the tetrahedron with coordinates(x, y, z) can be calculated as

V1 =
1

6

∣∣∣∣∣∣

x4 − x y4 − y z4 − z
x4 − x2 y4 − y2 z4 − z2

x4 − x3 y4 − y3 z4 − z3

∣∣∣∣∣∣
, (4.52)

V2 =
1

6

∣∣∣∣∣∣

x4 − x1 y4 − y1 z4 − z1

x4 − x y4 − y z4 − z
x4 − x3 y4 − y3 z4 − z3

∣∣∣∣∣∣
, (4.53)

V3 =
1

6

∣∣∣∣∣∣

x4 − x1 y4 − y1 z4 − z1

x4 − x2 y4 − y2 z4 − z2

x4 − x y4 − y z4 − z

∣∣∣∣∣∣
, (4.54)

V4 =
1

6

∣∣∣∣∣∣

x− x1 y − y1 z − z1

x− x2 y − y2 z − z2

x− x3 y − y3 z − z3

∣∣∣∣∣∣
. (4.55)

Thebarycentric coordinatesLi = Li(x, y, z) of a tetrahedron can be formulated as

Li =
Vi

V
, i = 1, 2, 3, 4. (4.56)

Four linear shape functionsNi = Ni(x, y, z) correspondingly to the four nodes are

Ni = Li, i = 1, 2, 3, 4. (4.57)

A shape functionNi is equal to 1 at theith node of the tetrahedron, moreover it is equal to
zero at the other three nodes and it is varying linearly within the tetrahedron, because the
fractionVi/V measures the perpendicular distance of the point(x, y, z) toward the facet
opposite to nodei as it is illustrated inFig. 4.23 and the linear shape function is constant
along such a surface. That is why the relation (4.2) is satisfied. It is obvious that the four
shape functions are linearly independent.
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(x1, y1, z1)

(x2, y2, z2)

(x3, y3, z3)

(x4, y4, z4)

(x, y, z)

(x1, y1, z1)

(x2, y2, z2)

(x3, y3, z3)

(x4, y4, z4)

(x, y, z)
V1

(x1, y1, z1)

(x2, y2, z2)

(x3, y3, z3)

(x4, y4, z4)

(x, y, z)
V2

(x1, y1, z1)

(x2, y2, z2)

(x3, y3, z3)

(x4, y4, z4)

(x, y, z)
V3

(x1, y1, z1)

(x2, y2, z2)

(x3, y3, z3)

(x4, y4, z4)

(x, y, z)
V4

Fig. 4.22. The volume functions in a tetrahedron

The higher order shape functions can be worked out similarlyas it was mentioned in
the case of triangular elements [46]. The barycentric coordinatesL1, L2, L3 andL4 can be
used. A polynomial of ordern must contain all possible termsxp yq zr, 0 ≤ p+q+r ≤ n



142 4. THE FINITE ELEMENT METHOD

and a polynomial contains

m =
(n + 1)(n + 2)(n + 3)

6
(4.58)

elements altogether, i.e.m = 1, m = 4, m = 10 andm = 20 in the case of zeroth, first,
second and third order polynomials. It means thatm coefficients must be expressed and
m points must be placed within a tetrahedron.

(x1, y1, z1)

(x2, y2, z2)

(x3, y3, z3)

(x4, y4, z4)

(x, y, z)

Vi/V = 0

Vi/V = 0.25

Vi/V = 0.5

Vi/V = 0.75

Vi/V = 1

Fig. 4.23. FractionVi/V measures the perpendicular distance of the point(x, y, z)
toward the facet opposite to nodei (herei = 3)

The interpolation function of ordern can be constructed as

Ni = Pn
I (L1)Pn

J (L2)Pn
K(L3)Pn

L (L4), where I + J + K + L = n, (4.59)

where the integersI, J , K andL label the nodes within the tetrahedra, resulting in a
numbering scheme. Figure 4.24,Fig. 4.25 andFig. 4.26 illustrate the numbering scheme
of the first, the second and the third order approximations.

The polynomialsPn
I (L1), Pn

J (L2), Pn
K(L3) andPn

L (L4) are defined in the same way
as it was presented in the 2D situation, see definitions (4.22)–(4.25).

If n = 1, thenm = 4, i.e. (seeFig. 4.24)

N1 = P 1
1 (L1)P 1

0 (L2)P 1
0 (L3)P 1

0 (L4) = L1, (4.60)

N2 = P 1
0 (L1)P 1

1 (L2)P 1
0 (L3)P 1

0 (L4) = L2, (4.61)

N3 = P 1
0 (L1)P 1

0 (L2)P 1
1 (L3)P 1

0 (L4) = L3, (4.62)

N4 = P 1
0 (L1)P 1

0 (L2)P 1
0 (L3)P 1

1 (L4) = L4, (4.63)

since (4.29) as it was mentioned in (4.57).
If n = 2, thenm = 10, i.e. (seeFig. 4.25)

N1 = P 2
2 (L1)P 2

0 (L2)P 2
0 (L3)P 2

0 (L4) = L1(2 L1 − 1), (4.64)
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N2 = P 2
0 (L1)P 2

2 (L2)P 2
0 (L3)P 2

0 (L4) = L2(2 L2 − 1), (4.65)

N3 = P 2
0 (L1)P 2

0 (L2)P 2
2 (L3)P 2

0 (L4) = L3(2 L3 − 1), (4.66)

N4 = P 2
0 (L1)P 2

0 (L2)P 2
0 (L3)P 2

2 (L4) = L4(2 L4 − 1), (4.67)

N5 = P 2
1 (L1)P 2

1 (L2)P 2
0 (L3)P 2

0 (L4) = 4 L1 L2, (4.68)

N6 = P 2
0 (L1)P 2

1 (L2)P 2
1 (L3)P 2

0 (L4) = 4 L2 L3, (4.69)

N7 = P 2
1 (L1)P 2

0 (L2)P 2
1 (L3)P 2

0 (L4) = 4 L1 L3, (4.70)

N8 = P 2
1 (L1)P 2

0 (L2)P 2
0 (L3)P 2

1 (L4) = 4 L1 L4, (4.71)

N9 = P 2
0 (L1)P 2

0 (L2)P 2
1 (L3)P 2

1 (L4) = 4 L3 L4, (4.72)

N10 = P 2
0 (L1)P 2

1 (L2)P 2
0 (L3)P 2

1 (L4) = 4 L2 L4, (4.73)

because (4.36) and (4.37).
Finally, if n = 3, m = 20 shape functions can be constructed as (seeFig. 4.26)

N1 = P 3
3 (L1)P 3

0 (L2)P 3
0 (L3)P 3

0 (L4) =
1

2
L1(3 L1 − 1)(3 L1 − 2), (4.74)

N2 = P 3
0 (L1)P 3

3 (L2)P 3
0 (L3)P 3

0 (L4) =
1

2
L2(3 L2 − 1)(3 L2 − 2), (4.75)

N3 = P 3
0 (L1)P 3

0 (L2)P 3
3 (L3)P 3

0 (L4) =
1

2
L3(3 L3 − 1)(3 L3 − 2), (4.76)

N4 = P 3
0 (L1)P 3

0 (L2)P 3
0 (L3)P 3

3 (L4) =
1

2
L4(3 L4 − 1)(3 L4 − 2), (4.77)

N5 = P 3
2 (L1)P 3

1 (L2)P 3
0 (L3)P 3

0 (L4) =
9

2
L1(3 L1 − 1)L2, (4.78)

N6 = P 3
1 (L1)P 3

2 (L2)P 3
0 (L3)P 3

0 (L4) =
9

2
L2(3 L2 − 1)L1, (4.79)

N7 = P 3
0 (L1)P 3

2 (L2)P 3
1 (L3)P 3

0 (L4) =
9

2
L2(3 L2 − 1)L3, (4.80)

N8 = P 3
0 (L1)P 3

1 (L2)P 3
2 (L3)P 3

0 (L4) =
9

2
L3(3 L3 − 1)L2, (4.81)

N9 = P 3
1 (L1)P 3

0 (L2)P 3
2 (L3)P 3

0 (L4) =
9

2
L3(3 L3 − 1)L1, (4.82)

N10 = P 3
2 (L1)P 3

0 (L2)P 3
1 (L3)P 3

0 (L4) =
9

2
L1(3 L1 − 1)L3, (4.83)

N11 = P 3
1 (L1)P 3

0 (L2)P 3
0 (L3)P 3

2 (L4) =
9

2
L4(3 L4 − 1)L1, (4.84)

N12 = P 3
2 (L1)P 3

0 (L2)P 3
0 (L3)P 3

1 (L4) =
9

2
L1(3 L1 − 1)L4, (4.85)

N13 = P 3
0 (L1)P 3

1 (L2)P 3
0 (L3)P 3

2 (L4) =
9

2
L4(3 L4 − 1)L2, (4.86)
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N14 = P 3
0 (L1)P 3

2 (L2)P 3
0 (L3)P 3

1 (L4) =
9

2
L2(3 L2 − 1)L4, (4.87)

N15 = P 3
0 (L1)P 3

0 (L2)P 3
1 (L3)P 3

2 (L4) =
9

2
L4(3 L4 − 1)L3, (4.88)

N16 = P 3
0 (L1)P 3

0 (L2)P 3
2 (L3)P 3

1 (L4) =
9

2
L3(3 L3 − 1)L4, (4.89)

N17 = P 3
1 (L1)P 3

1 (L2)P 3
1 (L3)P 3

0 (L4) = 27 L1 L2 L3, (4.90)

N18 = P 3
1 (L1)P 3

1 (L2)P 3
0 (L3)P 3

1 (L4) = 27 L1 L2 L4, (4.91)

N19 = P 3
1 (L1)P 3

0 (L2)P 3
1 (L3)P 3

1 (L4) = 27 L1 L3 L4, (4.92)

N20 = P 3
0 (L1)P 3

1 (L2)P 3
1 (L3)P 3

1 (L4) = 27 L2 L3 L4, (4.93)

because of the equations (4.48), (4.49) and (4.50).
The scalar potential along any edge of a tetrahedron is the linear combination of

the values defined on the points of the given edge, so that if two tetrahedra share the
same facet, the potential will be continuous across this interface. This means that the
approximate solution is continuous everywhere, however, its normal derivate is not.

If potentials at the nodes are known, then a linear approximation of the potential
function can be represented by (4.1).

The sum of all nodal shape functions is equal to 1, hence the sum of their gradient is
zero,

m∑

i=1

Ni = 1, and

m∑

i=1

∇Ni = 0. (4.94)

This means that the maximal number of linearly independent nodal basis functions ism
and the maximal number of linearly independent gradients ofthe nodal basis functions is
m− 1, i.e. shape functions are linearly independent but their gradients are not.

1 : (1, 0, 0, 0)

2 : (0, 1, 0, 0)

3 : (0, 0, 1, 0)

4 : (0, 0, 0, 1)

Fig. 4.24. Numbering scheme for linear element,n = 1
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1 : (2, 0, 0, 0)

2 : (0, 2, 0, 0)

3 : (0, 0, 2, 0)

4 : (0, 0, 0, 2)

5 : (1, 1, 0, 0)
6 : (0, 1, 1, 0)

7 : (1, 0, 1, 0)

8 : (1, 0, 0, 1)
9 : (0, 0, 1, 1)

10 : (0, 1, 0, 1)

Fig. 4.25. Numbering scheme for quadratic element,n = 2

1 : (3, 0, 0, 0)

2 : (0, 3, 0, 0)

3 : (0, 0, 3, 0)

4 : (0, 0, 0, 3)

5 : (2, 1, 0, 0)

6 : (1, 2, 0, 0)
7 : (0, 2, 1, 0)

8 : (0, 1, 2, 0)

9 : (1, 0, 2, 0)

10 : (2, 0, 1, 0)

12 : (1, 0, 0, 2)

11 : (2, 0, 0, 1)
14 : (0, 1, 0, 2)

13 : (0, 2, 0, 1)

16 : (0, 0, 1, 2)

15 : (0, 0, 2, 1)

18 : (1, 1, 0, 1)

20 : (0, 1, 1, 1)

17 : (1, 1, 1, 0)

19 : (1, 0, 1, 1)

Fig. 4.26. Numbering scheme for cubic element,n = 3

4.2.2 Edge finite elements

Vector potentials can be represented either by nodal shape functions or by so-callededge
shape functions[33,46,58,86,90–92]. Edge shape functions are also calledvector shape
functions.

The natural approach is to treat the vector fieldT = T (r, t) as two or three coupled
scalar fieldsTx = Tx(r, t), Ty = Ty(r, t) andTz = Tz(r, t), i.e.

T = Txex + Tyey, (4.95)

and

T = Txex + Tyey + Tzez (4.96)
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in 2D and in 3D situations, respectively,ex, ey andez are the orthogonal unit vectors in
thex− y and in thex− y − z plane.

Nodal shape functions can be used in this case as well, as it was presented for scalar
potentials in the previous section, however, each node has two or three unknowns. Nodal
shape functions can be applied to approximate the scalar components of the vector field
T . For example in 3D,T can be approximated as

T ≃
m∑

i=1

Ni (Tx,i ex + Ty,i ey + Tz,i ez)

=

m∑

i=1

NiTx,i ex +

m∑

i=1

NiTy,i ey +

m∑

i=1

NiTz,i ez .

(4.97)

HereNi = Ni(r) are the usual nodal shape functions defined by (4.2) andTx,i = Tx,i(t),
Ty,i = Ty,i(t), Tz,i = Tz,i(t) are the values of components of the approximated vector
potential at nodei. The number of degrees of freedom is2m in a 2D problem using
triangular mesh and3m in a 3D arrangement meshed by tetrahedral elements.

Nodal shape functions are used to approximate gauged vectorpotentials, which was
the first in the history of finite element method in electromagnetics. Unfortunately, there
are some problems when the usual nodal based finite elements are used to interpolate
vector potentials. The lack of enforcement of the divergence condition (lack of gauging)
results in a system of algebraic equations, which has infinite number of solution and the
application of iterative solvers sometimes fails. We have to take care about the Coulomb
gauge. There are problems on the iron/air interface when using the magnetic vector
potential approximated by nodal elements and extra interface conditions must be set up
to solve this problem.

Fortunately, vector shape functions have been developed inthe last decades, which
application in static and eddy current field problems is moreand more popular, because
of their advantages. The use ofedge shape functionssolves the problems described above.
Some illustrations and examples are shown in chapter 6, which aims to compare not only
the different potential functions, but the performance of the nodal and edge representation
of vector potentials. It will be shown that the divergence ofvector shape functions is
equal to zero, that is why, gauging is satisfied automatically. The ungauged potential
functions are approximated by vector elements. Vector shape functions are usually called
edge shape functions, because they are associated to the edges of the FEM mesh. Vector
shape functions are more and more popular in wave problems, too.

Instead of scalar shape functions,vector shape functions(or edge shape functions)
W i = W i(r) can be applied to approximate a vector potentialT ,

T ≃
k∑

i=1

W i Ti, (4.98)

whereTi = Ti(t) is the line integral of the vector potentialT along the edgei. First order
vector shape functions are defined by the line integral

∫

l

W i · dl =

{
1, along edgei,
0, along other edges,

(4.99)
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i.e. the line integral of the vector shape functionW i along theith edge is equal to one. In
other words, the vector shape functionW i has tangential component only along theith

edge and it has only normal component along the other edges, becauseW i · dl is equal
to zero only if the vectorsW i anddl are perpendicular to each others and|W i||dl| > 0.
Moreover, in 3D case, the vector shape functionW i has zero tangential component along
every facet of the 3D finite element, which not share the edgei.

If two triangles share the same vertices, the tangential component of the approximated
vector potential will be continuous across the interface element boundary. This is true
in 3D case as well, moreover, if two tetrahedra share the samefacet, the tangential
component of the vector potential will be continuous acrossthis interface. This means that
the tangential component of the approximate solution is continuous everywhere, however,
its normal component is not. In the words of equations, according to the definition (4.99),
the line integral of the vector potential along themth edge is equal toTm, i.e.

∫

lm

T · dl =

∫

lm

(
k∑

i=1

W i Ti

)
· dl =

k∑

i=1

∫

lm

(W i Ti) · dl

= Tm

∫

lm

W m · dl = Tm.

(4.100)

That is why, edge shape functions are also calledtangentially continuous shape functions.
The gradients of the nodal shape functions are in the function space spanned by the

edge basis functions, that is

∇Nj =

k∑

i=1

cjiW i, j = 1, · · · , m− 1, (4.101)

where
∑k

i=1 c2
ji > 0. Taking the curl of each equation in (4.101) results in

k∑

i=1

cji∇×W i = 0, j = 1, · · · , m− 1, (4.102)

because∇ × (∇ϕ) ≡ 0. This shows that the maximal number of linearly independent
curls of the edge basis functions isk − (m − 1). The interdependence of the curls of
the edge basis functions means that an ungauged formulationleads to a singular, positive
semidefinit finite element curl-curl matrix. Singular systems can be solved by iterative
methods, if the right-hand side of the system of equations isconsistent. We took care
about it when obtaining the weak formulations of the ungauged version of potentials,
because excitation current density has been taken into account by the use of impressed
current vector potential,T 0.

The vector function

wij = Li∇Lj − Lj∇Li (4.103)

will be applied to construct the edge shape functions, because it can be used in functions,
which satisfies (4.99) and (4.100). In 2D,Li (i = 1, 2, 3) are thebarycentric coordinates
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of the triangle defined by (4.18). In 3D,Li (i = 1, 2, 3, 4) are the barycentric coordinates
of the tetrahedron defined by (4.56). According to the notations in (4.103), the edges of
a finite element are pointing from nodei to nodej, as it can be seen inFig. 4.27 and in
Fig. 4.28.

The vector fieldwij has the following important properties, which proofs the use of
vector functionwij as vector shape function.

(i) Let eij is a unit vector pointing from nodei to nodej, then

eij ·wij =
1

lij
, (4.104)

wherelij is the length of edge{i, j}. This means thatwij has constant tangential
component along the edge{i, j}.
SinceLi andLj are linear functions that vary from nodei to nodej from 1 to 0
and from0 to 1, respectively, we haveeij · ∇Li = −1/lij andeij · ∇Lj = 1/lij,
finally

eij ·wij = Li
1

lij
+ Lj

1

lij
=

Li + Lj

lij
=

1

lij
, (4.105)

becauseLi + Lj = 1 along the edge{i, j}. See, for exampleFig. 4.16 and let
i = 1, j = 2, so N1 = L1 is decreasing along edge{1, 2} and N2 = L2 is
increasing along the same edge. See alsoFig. 4.9, from which it is easy to see the
gradientseij · ∇Li = −1/lij andeij · ∇Lj = 1/lij.

(ii ) In 2D, the functionLi varies linearly from nodei to the opposite edge{j, k} (see
e.g.N1 in Fig. 4.16,i = 1, j = 2, k = 3), i.e. the vector field∇Li is perpendicular
to this edge, butLi is zero there, that is whywij is perpendicular to the edge{j, k},

wij = −Lj∇Li, on the edge {j, k}, (4.106)

and the length of this vector is decreasing from nodej to k according toLj . On the
other hand, the functionLj varies linearly from nodej to the opposite edge{k, i}

(x1, y1)

(x2, y2)

(x3, y3)

l2

l1

l3

Fig. 4.27. The definition of edges with local directions of the triangular finite element
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(x1, y1, z1)

(x2, y2, z2)

(x3, y3, z3)

(x4, y4, z4)

l1
l2

l3

l4

l5

l6

Fig. 4.28. The definition of edges with local directions of the tetrahedral finite element

(seeN2 in Fig. 4.16), i.e.∇Lj is perpendicular to this edge, butLj is zero there
andwij is perpendicular to the edge{k, i},

wij = Li∇Lj, on the edge {k, i}, (4.107)

and the length of this vector is decreasing from nodei to k according toLi.

This with item (i) means that the vector functionwij has tangential component
only on the edge{i, j} and it is perpendicular to the other edges.

In 3D, this is valid to the whole triangular facet with the bounding edges opposite
to a node, see e.g.Fig. 4.23.

(iii ) The vector fieldwij is divergence-free,

∇ ·wij =∇·(Li∇Lj−Lj∇Li)=∇·(Li∇Lj)−∇ · (Lj∇Li)

=∇Li ·∇Lj + Li∇·∇Lj −∇Lj ·∇Li − Lj∇·∇Li =0,
(4.108)

by using the identity

∇ · (ϕv) = ∇ϕ · v + ϕ∇ · v (4.109)

with the notationsϕ = Li, v = ∇Lj in the second andϕ = Lj, v = ∇Li in the last
term. The barycentric coordinates are linear functions of the coordinates and their
gradient is constant, which divergence is equal to zero, i.e. the second and fourth
terms are vanishing. The first and the third terms are equal, finally,∇ ·wij = 0.

(iv) The vector fieldwij has constant curl,

∇×wij =∇×(Li∇Lj−Lj∇Li)=∇·(Li∇Lj)−∇·(Lj∇Li)

=Li∇×∇Lj−∇Lj×∇Li−Lj∇×∇Li +∇Li×∇Lj

=2∇Li ×∇Lj,

(4.110)

by using the identity
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∇× (ϕv) = ϕ∇× v − v ×∇ϕ (4.111)

with the notationsϕ = Li, v = ∇Lj in the first andϕ = Lj , v = ∇Li in
the second term. The first and the third terms are equal to zerobecause of the
identity∇ × ∇ϕ ≡ 0 for any functionϕ. The second term can be reformulated
by a × b = −b × a, finally, the result is constant, because the gradients of the
barycentric coordinates are constant.

First, the edge shape functions defined on triangles based on(4.103) are collected.
The basic 2D vector shape functionsW i can be constructed by using the first order nodal
shape functions,

W 1 = l1(N1∇N2 −N2∇N1)δ1, (4.112)

W 2 = l2(N2∇N3 −N3∇N2)δ2, (4.113)

W 3 = l3(N3∇N1 −N1∇N3)δ3. (4.114)

Here li (Fig. 4.27) denotes the length of theith edges of the triangle and it is used to
normalize the edge shape function according to (4.104). Theedge basis functionW i

(i = 1, 2, 3) has tangential component only along theith edge and it is perpendicular to
the other two edges as represented inFig. 4.29(a)-4.29(c). It is easy to see that an edge
shape function has magnitude and direction. The value ofδi is equal to±1, depending on
whether the local direction of the edge is the same as the global direction or opposite (see
Fig. 4.27 for local direction). This set of vector functions is called zeroth order vector
shape functions.

If the approximation of the vector functionT is known along the edges of the mesh,
then (4.98) can be used to interpolate the function anywhereand in linear caseK = 3.

Higher order vector shape functions can be constructed by using the vector function
wij defined by (4.103), too. This vector function must be multiplied by a complete
interpolatory polynomial, which results in the higher order vector shape functions. First
and second order polynomials will be used to build up first andsecond order vector shape
functions. Here, we follow [46], the method is as follows.

First of all, an indexing sequence must be set up, which is similar to the method used
to build up the scalar shape functions, because the higher order vector shape functions are
based on the Lagrange polynomials and (4.103). In the case offirst order approximation,
the numbering scheme of the third order scalar interpolation can be used and the points
are shown inFig. 4.30,Fig. 4.31 andFig. 4.32 must be used to represent first order vector
shape functions associated to the edge{1, 2}, {2, 3} and {3, 1}, respectively. In the
case of second order approximation, the numbering scheme ofthe fourth order scalar
interpolation can be used and the interpolation points shown in Fig. 4.33,Fig. 4.34 and
Fig. 4.35 must be used to represent second order vector shape functions associated to the
edge{1, 2}, {2, 3} and{3, 1}, respectively. The interpolation points have been selected in
this special way, because the interpolation of field vectorsalong vertices has been avoided,
i.e. the points have been shifted inside the triangle and theindexing scheme of ordern+2
is used to represent the vector interpolation of ordern. This is called global numbering
and denoted by(I, J, K) on the ’big’ triangle, local numbering means the numbering
scheme with the real order(i, j, k) defined over the ’small’ triangle.
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(a) The edge shape functionW1
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(b) The edge shape functionW2
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(c) The edge shape functionW3

Fig. 4.29. The 2D edge shape functions
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(3, 0, 0)

(0, 3, 0)

(0, 0, 3)

(2, 1, 0)
(1, 2, 0)

(0, 2, 1)

(0, 1, 2)
(1, 0, 2)

(2, 0, 1)
(1, 1, 1)

(0, 0, 1)

(1, 0, 0)

(0, 1, 0)

Fig. 4.30. Numbering scheme for the first order vector element associated withw12

(3, 0, 0)

(0, 3, 0)

(0, 0, 3)

(2, 1, 0)
(1, 2, 0)

(0, 2, 1)

(0, 1, 2)
(1, 0, 2)

(2, 0, 1)
(1, 1, 1)

(0, 0, 1)

(1, 0, 0)

(0, 1, 0)

Fig. 4.31. Numbering scheme for the first order vector element associated withw23

(3, 0, 0)

(0, 3, 0)

(0, 0, 3)

(2, 1, 0)
(1, 2, 0)

(0, 2, 1)

(0, 1, 2)
(1, 0, 2)

(2, 0, 1)
(1, 1, 1)

(0, 0, 1)

(1, 0, 0)

(0, 1, 0)

Fig. 4.32. Numbering scheme for the first order vector element associated withw31
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(4, 0, 0)

(0, 4, 0)

(0, 0, 4)

(3, 1, 0)
(2, 2, 0)

(1, 3, 0)

(0, 3, 1)

(0, 2, 2)

(0, 1, 3)(1, 0, 3)

(2, 0, 2)

(3, 0, 1)

112

211

121
200

110
020

101
011

002

Fig. 4.33. Numbering scheme for the second order vector element associated withw12

(4, 0, 0)

(0, 4, 0)

(0, 0, 4)

(3, 1, 0)
(2, 2, 0)

(1, 3, 0)

(0, 3, 1)

(0, 2, 2)

(0, 1, 3)(1, 0, 3)

(2, 0, 2)

(3, 0, 1)

112

211

121

Fig. 4.34. Numbering scheme for the second order vector element associated withw23

(4, 0, 0)

(0, 4, 0)

(0, 0, 4)

(3, 1, 0)
(2, 2, 0)

(1, 3, 0)

(0, 3, 1)

(0, 2, 2)

(0, 1, 3)(1, 0, 3)

(2, 0, 2)

(3, 0, 1)

112

211

121

Fig. 4.35. Numbering scheme for the second order vector element associated withw31

It is noted here that theCOMSOL Multiphysicssoftware uses this kind of vector shape
functions, however,n = 0, n = 1 andn = 2 are named as linear, quadratic and cubic
vector shape functions.
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The vector functionwab (associated to the edge pointing from nodea to nodeb) can
be multiplied by the Lagrange polynomials as

W IJK
ab = αIJK

ab Pn
i (l1)Pn

j (l2)Pn
k (l3)wab, (4.115)

wheren is the order of approximation and the integersi, j andk satisfyi + j + k = n
(see the small triangles inFig. 4.30-Fig. 4.35).

If n = 0, the basic vector shape functions can be obtained, becauseP 0
m(·) = 1 and

α can be selected as the length of the appropriate edge,lab, sinceαIJK
ab is a normalizing

factor. The barycentric coordinatesl1, l2 andl3 are imagined in the small triangles. The
transformation between local and global numbering is as follows:

i = I − 1, j = J − 1, k = K, on the edge {1, 2}, (4.116)

i = I, j = J − 1, k = K − 1, on the edge {2, 3}, (4.117)

i = I − 1, j = J, k = K − 1, on the edge {3, 1}. (4.118)

The relation between the barycentric coordinates of the small and the big triangles is as
follows:

l1 = L1
n + 2

n
, l2 = L2

n + 2

n
− 1

n
, l3 = L3

n + 2

n
− 1

n
. (4.119)

Using these relations, (4.115) can be written as (let here{ab} = {23} for simplicity)

W IJK
23 = αIJK

23 Pn
I

(
L1

n + 2

n

)
Pn

J−1

(
L2

n + 2

n
− 1

n

)

Pn
K−1

(
L3

n + 2

n
− 1

n

)
w23.

(4.120)

According to (4.22),Lagrange polynomialscan be reformulated as

Pn
I

(
L1

n + 2

n

)
=

1

I!

I−1∏

p=0

(
n L1

n + 2

n
− p

)

=
1

I!

I−1∏

p=0

[(n + 2)L1 − p] = Pn+2
I (L1) , if I > 0,

(4.121)

and

Pn
J−1

(
L2

n + 2

n
− 1

n

)
=

1

(J − 1)!

J−2∏

p=0

[
n

(
L2

n + 2

n
− 1

n

)
− p

]

=
1

(J − 1)!

J−2∏

p=0

[(n + 2)L2 − 1− p]

=
1

(J − 1)!

J−2∏

p=0

[
(n + 2)

(
L2 −

1

n + 2

)
− p

]

=Pn+2
J−1

(
L2 −

1

n + 2

)
, if J > 1.

(4.122)
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The so-called shiftedSilvester polynomialscan be used to simplify the relations above
[46],

Sn+2
J (L2) = Pn+2

J−1

(
L2 −

1

n + 2

)
=

1

(J − 1)!

J−1∏

p=0

[(n + 2)L2 − p] . (4.123)

Finally, the higher order vector shape functions can be formulated as follows by using
the Lagrange and Silvester polynomials:

W IJK
12 = αIJK

12 Sn+2
I (L1)Sn+2

J (L2)Pn+2
K (L3)w12, (4.124)

W IJK
23 = αIJK

23 Pn+2
I (L1)Sn+2

J (L2)Sn+2
K (L3)w23, (4.125)

W IJK
31 = αIJK

31 Sn+2
I (L1)Pn+2

J (L2)Sn+2
K (L3)w31. (4.126)

The parameter denoted byα is a normalization factor, which must have the value such
that the line integral of vector shape functionW IJKL

ab is equal to 1 on the edge pointing
from nodea to nodeb. Here,

Pn
0 (·) = 1, and Sn

1 (·) = 1. (4.127)

The number of vector basis functions is

k = (n + 1)(n + 3). (4.128)

There is one shape function associated with the introduced interpolation nodes on the
edges. It means3(n + 1) basis functions. There are three basis functions for an interior
interpolation point, because every interpolation point inside the triangle is used to build
all the vector shape functions in the three edges. Since a surface vector has only two
degrees of freedom, these three basis functions are not independent and one of them must
be discarded. This results inn(n + 1) interior basis functions. In total, the number of
shape functions is3(n + 1) + n(n + 1) = (n + 3)(n + 1).

In the case of first order approximationn = 0 andk = 3. In the case of second order
approximationn = 1 andK = 8. In the case of third order approximationn = 2 and
k = 15 and so on.

The first order vector shape functions are as follows (presented in Fig. 4.36) from
(4.124)–(4.127):

W 1 =W 120
12 = α120

12 S3
1(L1)S3

2(L2)P 3
0 (L3)w12 = α120

12 (3 L2 − 1)w12, (4.129)

W 2 =W 210
12 = α210

12 S3
2(L1)S3

1(L2)P 3
0 (L3)w12 = α210

12 (3 L1 − 1)w12, (4.130)

W 3 =W 111
12 = α111

12 S3
1(L1)S3

1(L2)P 3
1 (L3)w12 = α111

12 3 L3 w12, (4.131)

W 4 =W 012
23 = α012

23 P 3
0 (L1)S3

1(L2)S3
2(L3)w23 = α012

23 (3 L3 − 1)w23, (4.132)

W 5 =W 021
23 = α021

23 P 3
0 (L1)S3

2(L2)S3
1(L3)w23 = α021

23 (3 L2 − 1)w23, (4.133)

W 6 =W 102
31 = α102

31 S3
1(L1)P 3

0 (L2)S3
2(L3)w31 = α102

31 (3 L3 − 1)w31, (4.134)

W 7 =W 201
31 = α201

31 S3
2(L1)P 3

0 (L2)S3
1(L3)w31 = α201

31 (3 L1 − 1)w31, (4.135)

W 8 =W 111
31 = α111

31 S3
1(L1)P 3

1 (L2)S3
1(L3)w31 = α111

31 3 L2 w31. (4.136)
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Fig. 4.36. First order vector shape functions,n = 1, k = 8

The second order vector shape functions are as follows using(4.124)–(4.127):

W 1 = W 310
12 = α310

12 S4
3(L1)S4

1(L2)P 4
0 (L3)w12

= α310
12

1

2
(4 L1 − 1)(4 L1 − 2)w12,

(4.137)
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W 2 = W 220
12 = α220

12 S4
2(L1)S4

2(L2)P 4
0 (L3)w12

= α220
12 (4 L1 − 1)(4 L2 − 1)w12,

(4.138)

W 3 = W 130
12 = α130

12 S4
1(L1)S4

3(L2)P 4
0 (L3)w12

= α130
12

1

2
(4 L2 − 1)(4 L2 − 2)w12,

(4.139)

W 4 = W 211
12 = α211

12 S4
2(L1)S4

1(L2)P 4
1 (L3)w12

= α211
12 (4 L1 − 1)4 L3 w12,

(4.140)

W 5 = W 121
12 = α121

12 S4
1(L1)S4

2(L2)P 4
1 (L3)w12

= α121
12 (4 L2 − 1)4 L3 w12,

(4.141)

W 6 = W 031
23 = α031

23 P 4
0 (L1)S4

3(L2)S4
1(L3)w23

= α031
23

1

2
(4 L2 − 1)(4 L2 − 2)w23,

(4.142)

W 7 = W 022
23 = α022

23 P 4
0 (L1)S4

2(L2)S4
2(L3)w23

= α022
23 (4 L2 − 1)(4 L3 − 1)w23,

(4.143)

W 8 = W 013
23 = α013

23 P 4
0 (L1)S4

1(L2)S4
3(L3)w23

= α013
23

1

2
(4 L3 − 1)(4 L3 − 2)w23,

(4.144)

W 9 = W 121
23 = α121

23 P 4
1 (L1)S4

2(L2)S4
1(L3)w23

= α121
23 (4 L1)(4 L2 − 1)w23,

(4.145)

W 10 = W 112
23 = α112

23 P 4
1 (L1)S4

1(L2)S4
2(L3)w23

= α112
23 (4 L1)(4 L3 − 1)w23,

(4.146)

W 11 = W 103
31 = α103

31 S4
1(L1)P 4

0 (L2)S4
3(L3)w31

= α103
31

1

2
(4 L3 − 1)(4 L3 − 2)w31,

(4.147)

W 12 = W 202
31 = α202

31 S4
2(L1)P 4

0 (L2)S4
2(L3)w31

= α202
31 (4 L1 − 1)(4 L3 − 1)w31,

(4.148)

W 13 = W 301
31 = α301

31 S4
3(L1)P 4

0 (L2)S4
1(L3)w31

= α301
31

1

2
(4 L1 − 1)(4 L1 − 2)w31,

(4.149)

W 14 = W 112
31 = α112

31 S4
1(L1)P 4

1 (L2)S4
2(L3)w31

= α112
31 (4 L2)(4 L3 − 1)w31,

(4.150)

W 15 = W 211
31 = α211

31 S4
2(L1)P 4

1 (L2)S4
1(L3)w31

= α211
31 (4 L2)(4 L1 − 1)w31.

(4.151)

The second order shape functions associated to the edge{1, 2} can be seen inFig. 4.37.
The edge shape functions associated to the other two edges can be imagined as the rotation
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Fig. 4.37. Second order vector shape functions,n = 2, K = 15

of the vector functions shown inFig. 4.37. For example,W 10 = W 112
23 is also plotted,

which is the same asW 5 = W 121
12 , but along the edge{2, 3}.

The vector shape functionsin 3D can be constructed as the extension of the above
presented 2D realization. Three-dimensional zeroth orderedge shape functions can be
constructed as [46],

W 1 = l1(N1∇N2 −N2∇N1)δ1, (4.152)

W 2 = l2(N2∇N3 −N3∇N2)δ2, (4.153)

W 3 = l3(N3∇N1 −N1∇N3)δ3, (4.154)

W 4 = l4(N1∇N4 −N4∇N1)δ4, (4.155)

W 5 = l5(N2∇N4 −N4∇N2)δ5, (4.156)
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W 6 = l6(N3∇N4 −N4∇N3)δ6. (4.157)

Hereli (Fig. 4.28) is the length of the edges and it is used to normalize theedge shape
function according to (4.104). The value ofδi is also equal to±1 depending on whether
the local direction of the edge is the same as the global direction or opposite. The edge
definition employed in my analysis can be seen inFig. 4.28.

If the approximation of the vector functionT is known along the edges of the mesh,
then (4.98) can be used to interpolate the function anywhereand in linear casek = 6.

To construct higher order vector basis functions, the points of interpolation polynomials
are arranged in a pyramid format to build an applicable numbering scheme(I, J, K, L)
andI, J, K, L = 0, 1, · · · , n + 2, wheren is the order of the element. The illustration
of numbering scheme in 3D is not easy, but it can be construct as follows. Let us
imagine the same numbering scheme on the triangular facets of the tetrahedron as in
Fig. 4.33-Fig. 4.35 and the integersI, J , K andL can be set up according to the facets.

The vector shape functions of ordern are given as [46],

W IJKL
12 = αIJKL

12 Sn+2
I (L1)Sn+2

J (L2)Pn+2
K (L3)Pn+2

L (L4)w12, (4.158)

W IJKL
23 = αIJKL

23 Pn+2
I (L1)Sn+2

J (L2)Sn+2
K (L3)Pn+2

L (L4)w23, (4.159)

W IJKL
31 = αIJKL

31 Sn+2
I (L1)Pn+2

J (L2)Sn+2
K (L3)Pn+2

L (L4)w31, (4.160)

W IJKL
14 = αIJKL

14 Sn+2
I (L1)Pn+2

J (L2)Pn+2
K (L3)Sn+2

L (L4)w14, (4.161)

W IJKL
24 = αIJKL

24 Pn+2
I (L1)Sn+2

J (L2)Pn+2
K (L3)Sn+2

L (L4)w24, (4.162)

W IJKL
34 = αIJKL

34 Pn+2
I (L1)Pn+2

J (L2)Sn+2
K (L3)Sn+2

L (L4)w34. (4.163)

The parameters denoted byα are normalization factors, which must have the value such
that the line integral of the vector shape functionW IJKL

ab is equal to 1 on the edge
pointing from nodea to nodeb.

The number of edge shape functions when defining thenth order family is

k =
(n + 1)(n + 3)(n + 4)

2
. (4.164)

For each interpolation point on the edge, there is one corresponding vector shape function,
which means6(n+1) functions. For each interpolation point on the face of a tetrahedron
there are three vector functions, but one of them is depending on the other two and it
must be discarded, finally there are4n(n + 1) vector shape functions defined on the four
facets. For each interpolation points inside the element there are six basis functions. A
3D vector has only three degree of freedom, that is why three vector basis functions must
be discarded resulting inn(n − 1)(n + 1)/2 vector basis functions. Totally, there are
6(n + 1) + 4n(n + 1) + n(n − 1)(n + 1)/2 = (n + 1)(n + 3)(n + 4)/2 vector shape
functions. There arek = 6, k = 20 andk = 45 shape functions forn = 0, n = 1 and
n = 2, respectively.

As an example, the following vector shape functions can be set up whenn = 1,
W 2100

12 , W 1200
12 , W 0210

23 , W 0120
23 , W 1020

31 , W 2010
31 , W 2001

14 , W 1002
14 , W 0201

24 , W 0102
24 ,

W 0021
34 , W 0012

34 , W 1110
12 , W 1110

31 , W 1011
14 , W 1011

34 , W 0111
23 , W 0111

24 , W 1101
12 , W 1101

24 .



5 The polarization method and
the fixed point technique

This short chapter, based on the publications [14,17,24,34–39,50,51,53,69,70]presents a
method to handle nonlinear characteristics of ferromagnetic materials in electromagnetic
field computation and a technique to solve the resulting system ofnonlinear equations.
According to the so-calledpolarization method, the output of the nonlinear model is split
in two parts, a linear part and a nonlinear part. The system ofnonlinear equations can be
solved by thefixed point iterationtechnique.

First, the general form of nonlinear equations is shortly presented, then a simple
illustrative example is solved in the first part of this chapter. In the second part, the most
important definitions and formulations are shown, which areimportant to understand the
introduction of the polarization technique and the application of the fixed point based
iteration technique.

5.1 Solution of nonlinear equations

A nonlinear equation

F (x) = 0, (5.1)

or a system of nonlinear equationsF(x) = 0 (hereF is a vector valued function) generally
can be solved by iterative methods. Iteration means a repeated sequence of operations,
which must lead to the solution of the nonlinear equation. There are two main groups
of methods, thesuccessive approximation based methodsand the techniques based on
Newton’s method.

Here, only the first family will be analyzed, the so-calledfixed point iterationscheme
is introduced to solve nonlinear electromagnetic field problems.

The successive approximation methodis based on the following form of nonlinear
equations:

x = f(x), (5.2)
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which is usually called the fixed point form of nonlinear equations (the system of nonlinear
equations can be represented by the vector valued functionx = f(x)).

Let us follow the iteration sequence illustrated inFig. 5.1. Here, the fixed point
equationx = f(x) is solved. A simple functiony = f(x), as well as the function
y = x are presented here. The point denoted byc, wherec = f(c), is called fixed point,
which is the solution of the nonlinear equation and it is the common point of the functions
y = f(x) andy = x. The iteration can be started by any arbitrary pointx0, y0 = f(x0)
can be calculated by using the functionf(x). Valuey0 is the input of the second step of
iteration, i.e. x1 = y0 = f(x0) as it is illustrated by the linear functiony = x. This
results iny1 = f(x1) andx2 = y1 = f(x1). This iteration scheme can be generalized as

xn+1 = f(xn), n = 0, 1, · · · . (5.3)

The sequence shown inFig. 5.1 leads to the solution of the nonlinear equationx = f(x),
which is called the fixed point, because its coordinates are fixed, they do not change if
n→∞. This iteration is convergent, meaning that the distance|xn+1−xn| is decreasing
by increasing the indexn. The condition

|xn+1 − xn| < ε (5.4)

can be used to stop the iteration, whereε is a small positive real number.
The example shown inFig. 5.2 shows an iteration, which is not convergent. This

nonlinear equation can not be solved by the above presented iteration.
The following can be summarized after this illustration. Let us denote the set of the

input (argument) and of the output (value) of the functionf by I andO, respectively.
Convergent iteration can be realized only ifO ⊂ I and functionf only has solution inI,

x0x1x2
· · ·c

c = f(c)

y = x

y = f(x)

x

y

Fig. 5.1. Convergent iteration to a fixed point
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x0 x1

c

c = f(c)

y = x

y = f(x)

x

y

Fig. 5.2. Iteration does not converge to the fixed point

if it is continuous inI. Figure 5.1 illustrates that the rate of change of functiony = f(x)
should not exceed the rate of change of the functiony = x, i.e.

∣∣∣∣
df(x)

dx

∣∣∣∣ <
dx

dx
⇒

∣∣∣∣
df(x)

dx

∣∣∣∣ < 1. (5.5)

The iteration scheme (5.3) is convergent in this case. Moreover, it can be seen inFig. 5.1,
that the smaller the rate of change of functionf , the smaller the number of iterations
needed to reach the fixed point.

In practical situations, the derivative of functionf can not be calculated analytically,
or it is a time consuming task. In this case the formulation

|f(x) − f(y)|
|x− y| < 1 (5.6)

can be applied. The mappingf is said to becontraction, if

|f(x) − f(y)| ≤ q|x− y|, for all x, y ∈ I, (5.7)

andq < 1, because it decreases the distance between the pointsx andy.
Equation (5.1) can be reformulated asx = x ± F (x). Positive or negative sign must

be used if functionF (x) is decreasing or increasing, respectively. Let us suppose that
F (x) is increasing, i.e.x = x−F (x) can be used andf(x) = x−F (x), from which the
following condition can be obtained after (5.5):

∣∣∣∣
df(x)

dx

∣∣∣∣ =

∣∣∣∣1−
dF (x)

dx

∣∣∣∣ < 1, (5.8)
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i.e. |dF (x)/dx| < 1 must be satisfied. This can not be said generally, that is why the
following modification must be used:

F (x) = 0 ⇒ f(x) = x− λF (x), (5.9)

whereλ is a free parameter. In this case
∣∣∣∣
df(x)

dx

∣∣∣∣ =

∣∣∣∣1− λ
dF (x)

dx

∣∣∣∣ < 1, (5.10)

and|λdF (x)/dx| < 1 can be set easily by selectingλ. The same can be obtained ifF (x)
is decreasing.

If the solution, i.e. the fixed point off(x) is located in the intervalx ∈ [a, · · · , b]
andm = min dF (x)/dx, M = maxdF (x)/dx are the minimum and maximum slope
of functionF (x) in the interval[a, · · · , b], then the following inequality can be written:

0 ≤ 1− λM ≤ 1− λ
dF (x)

dx
≤ 1− λm ≤ 1. (5.11)

From the first inequality,0 = 1− λM can be selected, i.e.

λ =
1

M
(5.12)

can be used as a general rule to satisfy|λdF (x)/dx| < 1, i.e. the condition (5.5). The
following simple example shows the application of this procedure.

Illustration. Let us try to find the solution of the nonlinear equationx = cosx. It
can be performed by the iterative sequence

xn+1 = cosxn, n = 0, 1, · · · , (5.13)

0 0.4 0.8 1.2
0

0.4

0.8

1.2

x

y

Fig. 5.3. Solution of the nonlinear equationx = cosx by the fixed point method
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Fig. 5.4. Solution of the nonlinear equationx = cosx by the fixed point method,
whenλ = 1/2

and letx0 = 0 and let the interval of search bex ∈ [0, · · · , π/2]. This iteration sequence
can be seen inFig. 5.3. Here, the solutionc = 0.7390851332 can be reached after 58
iteration steps and the stopping criterion is|xn+1 − xn| < 10−10.

The problem can be formulated asF (x) = x− cosx = 0, too and it can be written as
x = x−λ(x−cos x), i.e. f(x) = x−λ(x−cos x). The maximum value of the derivative
of the functionF (x) in the intervalx ∈ [0, · · · , π/2] is max(1 + sin x) = 2. In the case
of λ = 1/2, 13 steps are enough to reach the error criterion|xn+1 − xn| < 10−10. The

0 0.4 0.8 1.2
0

0.4

0.8

1.2

x

y

Fig. 5.5. Solution of the nonlinear equationx = cosx by the fixed point method,
if λ = 1/1.75
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iteration sequence can be seen inFig. 5.4. By decreasing the interval,λ = 1/1.75 can be
selected and the fixed point can be reached after 8 steps (seeFig. 5.5), however, 58 steps
are needed withoutλ.

It is easy to see thatdf(x)/dx can be set smaller and smaller by the selection of the
appropriate value ofλ, but the fixed point does not change.

The following scheme is a very important conclusion of this illustrative introduction.
Thefixed point scheme

xn+1 = xn − λF (xn) ≡ f(xn), n = 0, 1, · · · (5.14)

with appropriate value ofλ is convergent, i.e. the mapping defined byf is acontraction
mapping. The convergence speed can be increased by the appropriate selection ofλ. This
formulation will be used in the next sections.

5.2 Nonlinearity in electromagnetic field simulation

Design and simulation of electrical engineering applications containing ferromagnetic
parts require the accurate modeling of hysteresis characteristics and the implementation
of the models into a procedure to solve the nonlinear partialdifferential equations derived
from Maxwell’s equations with appropriate boundary conditions. The partial differential
equations are generally nonlinear because of the nonlinearcharacteristics of ferromagnetic
materials.

The numerical analysis of electromagnetic fields can be characterized by the electric
and magnetic field intensities and flux densities formulatedby Maxwell’s equations, which
are the collection of partial differential equations of theelectric field intensityE, the
magnetic field intensityH , the electric flux densityD and the magnetic flux densityB.

Constitutive relationsbetween the above quantities are defined to take into accountthe
macroscopic properties of the medium where the electromagnetic field has been studied.
The constitutive relation between the magnetic field intensity and the magnetic flux density
is nonlinear in this work, given by the operatorB = B{H} or H = B−1{B}. These
nonlinear characteristics can be reformulated by introducing the polarization method and
the resulting system of nonlinear equations can be solved bythe fixed point technique.
The constitutive relations can be rewritten in a form similar to (5.14).

According to thepolarization method, the magnetic flux density can be split in two
parts as

B = µH + β, (5.15)

whereµH is a linear term, becauseµ is supposed to be constant and nonlinearity is
hidden in the second termβ. It is a magnetic flux density like quantity. The question is
the appropriate value of the parameterµ. This representation can be reformulated as

β = B − µH = B − µB
−1{B}. (5.16)

Here, the inverse type hysteresis characteristics are usedand the right-hand side of this
equation is similar to the formula (5.14), which we are goingto denote by

fB(B) = B − µB
−1{B}. (5.17)
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This equation can be used to obtain the optimal value ofµ, which results in a convergent
fixed point iteration sequence and it is as fast as possible.

There is anotherformula of polarization,

H = νB + η, (5.18)

whereνB is a linear term, becauseν is supposed to be constant. Nonlinear behavior is
hidden in the second termη, which is a magnetic field intensity like quantity. The question
is the appropriate value of the parameterν. By using the direct model, this representation
can be reformulated as

η = H − νB = H − νB{H}. (5.19)

The right-hand side of this equation is similar to the formula (5.14), which we are going
to denote by

fH(H) = H − νB{H}. (5.20)

This equation can be used to obtain the optimal value ofν, which results in a convergent
fixed point iteration scheme and it is as fast as possible.

It is noted that the functionsfB(B) and fH(H) have the same form. Here, the
parametersµ andν are supposed to be constant for simplicity.

It is important to note that the nonlinear equations are solved by iterative methods, the
nth step of iteration is denoted by the superscript(n) in the following.

By using the formula (5.15) or (5.18) in the constitutive relations defined in Maxwell’s
equations, the solution of thenonlinear partial differential equationswith appropriate
boundary conditions can be formulated as

B(n) = M {β(n−1)}, (5.21)

or

H(n) = M {η(n−1)}, (5.22)

where the operatorM {·} represents the set of Maxwell’s equations and the boundary
conditions. The startingβ(0) andη(0) are arbitrary. The value of electromagnetic field
quantities in thenth step are depending on the value ofβ or η in the(n− 1)th step, these
represent source like quantities. The source of electromagnetic fields (e.g. the electric
current densityJ) is not changing during fixed point iteration, i.e. fixed point iteration
has no got physical meaning.

By using the magnetic flux density or the magnetic field intensity satisfying Maxwell’s
equations and boundary conditions, the nonlinear terms canbe updated by the relation
(5.16) or (5.19),

β(n) = fB{B(n)}, (5.23)

or

η(n) = fH{H(n)}. (5.24)
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The above sequence can be rewritten in the form of the fixed point equation (5.3),

β(n) = fB{M {β(n−1)}} = φβ{β(n−1)}, (5.25)

or

η(n) = fH{M {η(n−1)}} = φη{η(n−1)}. (5.26)

This kind of nonlinear equation can be formulated by using the polarization method
and the convergence and speed of convergence can be set by theappropriate value ofµ or
ν. It is noted that these parameters are constant.

A fixed point technique was proposed for the first time in electrical engineering for
solving nonlinear electric circuits. The method based onPicard–Banach theoremrequires
a contractive mappingdefined inmetric spaces. A great benefit of contractive mapping
is that uniqueness and existence of a solution are guaranteed by Banach’s theorem. The
main disadvantage of this method is its slow convergence.

Thepolarization methodcombined with thefixed point techniqueis one of the most
popular technique in electromagnetic field analysis due to its advantages,

(i) it is robust since it is proved to be convergent with any kindof monotonic, Lipschitz
continuous, nonlinear relationship, also in the presence of inflection points,

(ii ) preliminary operations, in order to define a suitable starting value of residual term,
are not required because the process is proved to be convergent for any trial value,

(iii ) at each iteration the updates are performed only on the right-hand side of the
linearized system of equations, without modifications of the stiffness matrix, which
can be computed once and for all,

(iv) it requires no constraint on the smoothness of the magneticcharacteristics so a
simple piecewise linear representation can be assumed.

First, metric spaces and some definitions are given in the following sections, then
Banach fixed point theorem is introduced and used.

5.3 Metric spaces

5.3.1 Definition of metric spaces

Let X be a set. The function

d : X× X→ R
1
+ (5.27)

is a function of two variablesx, y ∈ X, which results in a positive real number, i.e.
d(x, y) ∈ R1

+. This function called metric on the setX, such that

(i) the metricd is nonnegative,

d(x, y) ≥ 0, (5.28)

andd(x, y) = 0 if and only if x = y,
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(ii ) the metricd is symmetric

d(x, y) = d(y, x), (5.29)

and

(iii ) the triangle inequality is true, i.e.

d(x, y) ≤ d(x, z) + d(z, y). (5.30)

These are the axioms of the metric space andx, y, z ∈ X. The functiond is also called
distance defined on the setX. The metric space is a set together with a metric on this set.

A simple example of a metric space is the set of real numbersR with the usual metric

d(x, y) = |x− y|, x, y ∈ R. (5.31)

Another usual metric space can be defined by using the Eucleidan metric, i.e.

d(x, y) =

√√√√
n∑

k=1

|xk − yk|2, (5.32)

wherex = [x1, · · · , xn] andy = [y1, · · · , yn] are two points, or by the equation

d(x, y) =

√∫

Ω

|x(r)− y(r)|2dΩ, (5.33)

whereΩ ∈ R3. There are many other metrices, e.g. the Hamming distance between two
digital words, the maximum absolute value of the differencebetween two vectors and so
on.

In some cases, metricd(x, y) is denoted by||x− y||.

5.3.2 Definitions

Convergent sequence. Let {x1, x2, · · · , xn} be a sequence in the metric spaceX.
This sequence converges tox ∈ X, i.e.

lim
n→∞

xn = x, (5.34)

if for eachε > 0 there existsN such that

d(x, xn) < ε, if n ≥ N. (5.35)

Cauchy sequence. Let X be a metric space with metricd. A sequence given as
{x1, x2, · · · , xn} in X is said to be a Cauchy sequence if for eachε > 0 there existsN
such thatn ≥ N andm ≥ N implies

d(xn, nm) < ε. (5.36)

It is evident that a convergent sequence isCauchy sequence.



5.3. METRIC SPACES 169

Complete metric space. A metric spaceX is said to be complete if each Cauchy
sequence inX is convergent to a point inX. A subset ofX (denoted byA ⊂ X) is said to
be complete if each Cauchy sequence inA is convergent to a point inA.

The definition of complete metric spaces is very important inBanach fixed point
theorem. Before defining this theorem, some useful definitions are repeated here.

Let f be a mapping from a metric spaceX to itself, i.e.f : X→ X (it can be defined
on a subset of the metric spaceX, of course). The mappingf is usually an operator or a
function defined on the metric spaceX.

Nonexpansive mapping. The mappingf is said to benonexpansive, if

||f(x) − f(y)|| ≤ ||x− y||, for all x, y ∈ X. (5.37)

Lipschitzian mapping. The mappingf is said to beL-Lipschitzian, if

||f(x) − f(y)|| ≤ L||x− y||, for all x, y ∈ X. (5.38)

whereL > 0 is a positive constant, calledLipschitz constant.

Contraction mapping. The mappingf is said to be Banach contraction, iff is
L-Lipschitzian, moreover Lipschitz constant is lower than 1(denoted byq),

||f(x) − f(y)|| ≤ q||x− y||, for all x, y ∈ X. (5.39)

5.3.3 Banach fixed point theorem

TheBanach fixed point theorem(contraction mapping principle) was formulated by Stefan
Banach (1892–1945) in 1922 [51].

The fixed point of a functionf : X→ X is a pointx ∈ X such that

f(x) = x. (5.40)

Banach fixed point theorem is as follows. LetX be a complete metric space. Let
f : X → X be a contraction mapping from metric spaceX to itself with contractivity
coefficientq. Let x0 ∈ X be an arbitrary starting point of the iteration

xn+1 = f(xn), n ≥ 0. (5.41)

Mappingf has a unique fixed pointc and the sequencexn converges toc, i.e.

f(c) = c, (5.42)

and

d(c, xn) ≤ qnd(c, x0), (5.43)

or equivalently

d(c, xn+1) ≤
q

1− q
d(xn+1, xn), or d(c, xn) ≤ qn

1− q
d(x1, x0). (5.44)
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The last inequality is an applicable estimate of the error inxn if q is known.
The speed of convergence is depending on the value of the contractivity coefficient

q. The smaller the value ofq the faster the convergence, i.e. the aim is to find as small
contractivity coefficient as possible.

5.4 The optimal value of parametersµ and ν

5.4.1 Using the inverse characteristics

The fixed point iteration (5.25) is convergent if the mappingφβ{·} is contraction, i.e.
(5.39) must be satisfied in every point of the domain under investigation,

||φβ{β1} − φβ{β2}|| ≤ q||β1 − β2||, for all β1, β2, (5.45)

and0 < q < 1. Here|| · || means the square of the inner product,

||x|| = √< x, x > =

√∫

Ω

x · xdΩ =

√∫

Ω

|x|2dΩ. (5.46)

The relation (5.45) is difficult to use, a simpler relation can be formulated, as it is proved
in the following.

Fortunately, the set of Maxwell’s equations is nonexpansive, i.e.

||M {β1} −M {β2}|| ≤ ||β1 − β2||, for all β1, β2. (5.47)

Moreover, the parameterµ can be selected such a way that the operator (5.17) is a
contraction mapping,

||fB{B1} − fB{B2}|| ≤ q||B1 −B2||, for all B1, B2, (5.48)

where0 < q < 1 must be satisfied. Relation (5.48) together with (5.47) is equivalent with
(5.45) and this results in the condition for the parameterµ.

Here,B1 = M {β1} andB2 = M {β2} and the right-hand side of relation (5.48)
can be reformulated by using (5.47),

||fB{B1} − fB{B2}|| ≤q||B1 −B2|| = q||M {β1} −M {β2}||
≤q||β1 − β2||.

(5.49)

The left-hand side of (5.48) can also be rewritten as

||fB{M {β1}} − fB{M {β2}}|| ≤ q||β1 − β2||, (5.50)

which is the same as the contraction mapping (5.45) by using (5.25).
This means that the mappingφβ{·} is a contraction if the mappingfB{·} defined

by (5.17) is a contraction. Finally, the parameterµ can be selected so thatfB{·} is a
contraction. A possible solution is shown in the following.

The relation (5.48) can be rewritten as

||fB{B1} − fB{B2}||
||B1 −B2||

≤ q, for all B1, B2, (5.51)

i.e.
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||β1 − β2||
||B1 −B2||

=
||∆β||
||∆B|| ≤ q, for all B1, B2, (5.52)

by using the notations∆β = β1 − β2 and∆B = B1 −B2. The integral in (5.46) can
be omitted, if inequality (5.52) is true in every point of thedomainΩ. These quantities
can be decomposed into their three orthogonal components,

∆β = ∆βxex + ∆βyey + ∆βzez, (5.53)

and

∆B = ∆Bxex + ∆Byey + ∆Bzez, (5.54)

whereex, ey andez are the three orthogonal unit vectors.
The inequality (5.52) can be rewritten as

∆β ·∆β

∆B ·∆B
=

∆β2
x + ∆β2

y + ∆β2
z

∆B2
x + ∆B2

y + ∆B2
z

≤ q2. (5.55)

The upper bound of this fraction is∆β2
x/∆B2

x, or∆β2
y/∆B2

y , or ∆β2
z/∆B2

z .
The upper bound∆β2

x/∆B2
x can be rewritten as

(
∆βx

∆Bx

)2

=

(
∆Bx − µ∆Hx

∆Bx

)2

=

(
1− µ

µ∆x

)2

, (5.56)

whereµ∆x
is the differential permeability,

µ∆x
=

∆Bx

∆Hx
=

Bx,1 −Bx,2

Hx,1 −Hx,2
(5.57)

which has two extreme values along the hysteresis curve

µmin = min
Hx,1,Hx,2

Bx,1 −Bx,2

Hx,1 −Hx,2
, and µmax = max

Hx,1,Hx,2

Bx,1 −Bx,2

Hx,1 −Hx,2
. (5.58)

Hereµmin andµmax are the minimum and maximum slope of the hysteresis characteristics.
The inequality

µmin ≤ µ ≤ µmax (5.59)

is obvious, from which the inequalities

1− µ

µmin
< 0, and 1− µ

µmax
> 0, (5.60)

moreover
(

1− µ

µ∆x

)2

≤
(

1− µ

µmin

)2

, and

(
1− µ

µ∆x

)2

≤
(

1− µ

µmax

)2

(5.61)

are valid.
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These expressions result in

(
1− µ

µ∆x

)2

≤
(

1− µ

µmin

)2

≤ q2, and

(
1− µ

µ∆x

)2

≤
(

1− µ

µmax

)2

≤ q2,

(5.62)

i.e.

−
(

1− µ

µmin

)
≤ q, and 1− µ

µmax
≤ q. (5.63)

The minus sign on the left of the first inequality is coming from (5.60).
From the last expressions, the inequalities

µmin(1 + q) ≥ µ, and µmax(1 − q) ≤ µ (5.64)

are coming, which can be written as

0 < µmax(1 − q) ≤ µ ≤ µmin(1 + q) < 2µmin, (5.65)

because0 < q < 1. This inequality occurs surely, if

µmax(1− q) ≤ µmin(1 + q), (5.66)

hence

µmax − µmin

µmax + µmin
≤ q < 1. (5.67)

The least value ofq is

q =
µmax − µmin

µmax + µmin
, (5.68)

and the corresponding optimal value of permeability is obtained from one of the equations
in (5.64) by substituting the least value ofq in (5.68),

µo =
2 µmax µmin

µmax + µmin
. (5.69)

The subscripto refers to theoptimal value of permeability.
The same formulations can be done to obtain the optimal valueof permeability used

in they andz directions, too. If the three characteristics are the same,thenµ is constant.
This is the situation, when isotropic hysteresis model is used. Generally, the permeability
is a tensor with three constants in the diagonal.

Finally, in this case the inverse type hysteresis model mustbe applied whose input
and output are the magnetic flux density and the magnetic fieldintensity, respectively,
H = B−1{B}. Equations (5.15) and (5.16) can be rewritten as

B = µoH + β, where µo =
2 µmax µmin

µmax + µmin
, (5.70)

and
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β = B − µoB
−1{B}. (5.71)

The value ofµmin andµmax is defined in (5.58). In this case, the sequence (5.25) can
be used in the nonlinear electromagnetic field computation.However, we use its inverse,
summarized in section 5.5.1.

5.4.2 Using the direct characteristics

The fixed point iteration (5.26) is convergent if the mappingφη{·} is contraction mapping,
i.e. (5.39) must be satisfied,

||φη{η1} − φη{η2}|| ≤ q||η1 − η2||, for all η1, η2, (5.72)

and0 < q < 1. It is easy to see that this relation is very similar to (5.45). That is
why, the optimal value of reluctivity in (5.20) can be obtained in the same way as it was
presented in the previous section, however,β, B andµ must be changed toη, H andν,
respectively.

Finally, in this case the direct type hysteresis model must be applied, which input
and output are the magnetic field intensity and the magnetic flux density, respectively,
B = B{H}. Equations (5.18) and (5.19) can be rewritten as

H = νoB + η, where νo =
2 νmax νmin

νmax + νmin
, (5.73)

and

η = H − νoB{H}. (5.74)

The value ofνmin andνmax are the minimum and the maximum slope of the inverse
hysteresis characteristics. In this case, the sequence (5.26) can be used in the nonlinear
electromagnetic field computation. The subscripto refers to theoptimal value of reluctivity.

5.5 The applied formulation, summary

5.5.1 Using the inverse characteristics

It may be better to use the reluctivityν when applying theinverse hysteresis model,
becauseν(B) = ∂H/∂B.

Let us now multiply the relation (5.70) byνo = 1/µo,

νoB = H + νoβ, (5.75)

i.e.

H = νoB − νoβ. (5.76)

Here, we are going to denote the second term−νoβ by I,

H = νoB + I, (5.77)

and from (5.70),
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νo =
νmax + νmin

2
, (5.78)

whereνmax andνmin are the maximum and minimum slope of the inverse hysteresis
characteristics. It is evident thatνmax = 1/µmin andνmin = 1/µmax. This formulation
is more convenient when obtaining the partial differentialequations of electromagnetic
field problems, i.e. the magnetic field intensity vector is defined by the sum of two terms,
H = νoB + I. There is a condition obtained from (5.65), which must be satisfied,

νo >
νmax

2
. (5.79)

The nonlinear iteration can be summarized as follows. The iteration can be started by
an arbitrary value ofI(0), then in thenth iteration step (n > 0),

(i) the magnetic flux densityB(n) can be calculated by solving the partial differential
equations obtained from Maxwell’s equations and usingI(n−1), in other words,
B(n) = M {I(n−1)},

(ii ) the magnetic field intensityH(n) can be calculated by applying the inverse type
hysteresis model,H(n) = B−1{B(n)},

(iii ) the nonlinear residual term can be updated by using the magnetic flux density and
magnetic field intensity,

I(n) = H(n) − νoB
(n) = B

−1{B(n)} − νoB
(n), (5.80)

(iv) and the sequence defined by steps (i)–(iii) must be repeateduntil convergence.
Convergence criterion can be

||I(n) − I(n−1)|| < ε, (5.81)

whereε is a small positive real number. Convergence criterion can be defined by
using the magnetic field intensity or the magnetic flux density, as well.

5.5.2 Using the direct characteristics

It may be better to use the permeabilityµ when applying thedirect hysteresis model,
becauseµ(H) = ∂B/∂H .

Let us now multiply the relation (5.73) byµo = 1/νo,

µoH = B + µoη, (5.82)

i.e.

B = µoB − µoη. (5.83)

Here, we are going to denote the second term−µoη by R,

B = µoH + R, (5.84)

and from (5.73),
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µo =
µmax + µmin

2
, (5.85)

whereµmax and µmin are the maximum and minimum slope of the direct hysteresis
characteristics. It is evident thatµmax = 1/νmin andµmin = 1/νmax. This formulation
is more convenient when obtaining the partial differentialequations of electromagnetic
field problems, i.e. the magnetic flux density vector is defined by the sum of two terms,
B = µoH + R. There is a condition obtained from theν-version of (5.65), which must
be satisfied,

µo >
µmax

2
. (5.86)

The nonlinear iteration can be summarized as follows. The iteration can be started by
an arbitrary value ofR(0), then in thenth iteration step (n > 0),

(i) the magnetic field intensityH(n) can be calculated by solving the partial differential
equations obtained from Maxwell’s equations and usingR(n−1), in other words,
H(n) = M {R(n−1)},

(ii ) the magnetic flux densityB(n) can be calculated by applying the inverse hysteresis
model,B(n) = B{H(n)},

(iii ) the nonlinear residual term can be updated by using the magnetic field intensity and
magnetic flux density,

R(n) = B(n) − µoH
(n) = B{H(n)} − µoH

(n), (5.87)

(iv) and the sequence defined by steps (i)–(iii) must be repeateduntil convergence.
Convergence criterion can be

||R(n) −R(n−1)|| < ε, (5.88)

whereε is a small positive real number. Convergence criterion can be defined by
using the magnetic field intensity or the magnetic flux density, as well.

5.5.3 Proof of the nonexpansive property of Maxwell’s equations

Theorem (5.47) is reformulated by using the notations in theformulationB = µH + R,

||M {R1} −M {R2}|| ≤ ||R1 −R2||, for all R1, R2. (5.89)

Let (H1, B1, R1), (H2, B2, R2) be two fields and polarizations having the same
boundary conditions and same current densitiesJ . The solution of Maxwell’s equations
is unique, that is why the difference of these fieldsHd = H1 −H2, Bd = B1 −B2

verifies

< Bd, Hd >=

∫

Ω

Bd ·Hd dΩ = 0. (5.90)
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This inner product can be reformulated as

< Bd, ν(Bd −Rd) >=< Bd, νBd > − < Bd, νRd >= 0, (5.91)

whereν = 1/µ andRd = R1 −R2. It can be rewritten as

< Bd, νBd >=< Bd, νRd > . (5.92)

According to Schwartz inequality

|< x, y >| ≤ ||x|| ||y|| (5.93)

the upper bound of the right-hand side of (5.92) can be predicted,

< Bd, νRd >≤ ||Bd|| ||νRd||. (5.94)

It is obvious from (5.91) that the value of inner product< Bd, νRd > is always positive
because< Bd, νBd > is always positive. Finally

< Bd, νBd >≡ ||Bd|| ||νBd|| ≤ ||Bd|| ||νRd||, (5.95)

i.e. the inequality

||νBd|| ≤ ||νRd|| (5.96)

is true. It can be written as

||ν(B1 −B2)|| ≤ ||ν(R1 −R2)||. (5.97)

Parameterν can be omitted if it is constant. Generallyν is tensor.
This theorem can be proved by applying the formulaH = νB + I, too, in a similar

way.



6 Application of the finite
element method

6.1 Introduction

This chapter contains some illustrative examples, which have been solved on the basis of
the previous methods by the help ofCOMSOL Multiphysics[19, 88]. This commercial
finite element software has the advantage that the weak formulation of a problem can
be inserted easily and it is not necessary to implement mesh generators, solvers and
postprocessors. The user can focus on the problem and on the weak formulation, can
design the geometry of the problem under test, can insert theweak form, the boundary
and interface conditions according to the applied potential formulation. It is available to
select nodal or edge finite elements. Using higher order approximation is also possible,
COMSOL Multiphysics uses the scalar shape functions with the order from one to five
and vector shape functions with the order from one to three. The mesh generation is
performed automatically. Many solvers are implemented in COMSOL Multiphysics, so
all of them can be tested and the best one, the most applicableto the problem can be
selected. The postprocessor is perfect, simulated data andelectromagnetic field quantities
obtained from the potentials can also be simulated and plotted easily. These properties are
very useful from the point of view of research, because the time consuming programming
task can be eliminated.

Seven problems are shown in the following.
The first 2D magnetostatic problem illustrates how to selectthe impressed current

vector potential,T 0 when applying magnetic scalar potential formulations. Theproblem
contains a C-shaped magnet and the magnetic field is generated by a coil. Here, we show
the false solution according to the cancellation error, thecorrect solution by the help of
the two scalar potentials (total and reduced), finally the edge element representation of the
impressed current vector potential will be proposed. The reference solution is obtained by
the magnetic vector potential. Edge element representation of T 0 is very advantageous
and useful in the other formulations based on the ungauged magnetic vector potential,
too.
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The second 3D problem containing an iron cube placed in a homogeneous magnetic
field illustrates the effect of gauging on the magnetic vector potentialA. The problem
has been solved without and with Coulomb gauge andA is approximated by nodal finite
elements. Unfortunately, the solution of the gauged version is not correct on the iron/air
interfaces, that is why two potentials are used, one in the air region and an other one in the
iron part and only the tangential component is prescribed tobe continuous on the iron/air
interfaces. This modification can be implemented easily by COMSOL Multiphysics.
Edge element representation of ungaugedA is much better, because it results in less
computation time. We will show theA − Φ andA −A − Φ formulations as well. The
aim of these methods is to reduce the degree of freedom. The problem is solved by the
reduced magnetic scalar potential, too, as a reference solution, because no currents are
present.

The third problem is a modification of the second one. It contains an iron cube made of
conducting material placed in a homogeneous magnetic field,too. The problem illustrates
the effect of mesh generation on skin effect problems. The problem has been solved by
using the Coulomb gaugedA, V −A andT , Φ − Φ formulations and by the ungauged
version of them. The gauged vector potentials are approximated by nodal finite elements,
the ungauged vector potentials are approximated by vector finite elements.

The fourth problem is a Benchmark problem containing an excitation coil and steel
plates around it. First, the problem is supposed to be linear, then nonlinear with saturating
characteristics, but hysteresis is neglected. The problemhas been solved by nodal and
edge element representation of the magnetic vector potential and by reduced magnetic
scalar potential combined with the edge element representation of the impressed current
vector potential. The magnetic flux density inside the steelplates simulated by the reduced
magnetic scalar potential is a little larger than the resultcalculated by the magnetic vector
potential formulations. However, simulated results are close to measured ones.

After linear simulations, the nonlinear problem has been solved by the fixed point
technique.

The next one is a Benchmark problem again. It consists of a plate made of aluminum
containing a hole in it and an excitation coil generates timevarying magnetic field. The
effect of eddy currents are taken into account by applying different potential formulations.
The problem contains a multiply connected region and the behavior of formulations are
studied. The time varying problem has been solved in frequency domain and simulated
results are compared with measured ones.

The last problem is the analysis of a vector hysteresis measurement system, which
is under construction in the Laboratory of ElectromagneticFields, at the Department
of Telecommunications, Széchenyi István University, Győr. The simulations have been
implemented in the time domain because of the hysteresis characteristics and we show
a time stepping scheme with the fixed point technique. Hysteresis is taken into account
inside the specimen by a 2D isotropic vector hysteresis model.
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6.2 Illustration how to selectT 0, the C-magnet

The first problem focuses on how to represent the impressed current vector potentialT 0

to eliminatecancellation erroron the interface between iron and air when applying the
magnetic scalar potential formulations(the Φ-formulation, theΨ-formulation and the
Φ−Ψ-formulation) [8,11,72,79,80,87].

A simple 2D example has been chosen for illustration: a C-shaped yoke is magnetized
by a coil as it can be seen inFig. 6.1. The yoke is made of iron and a linear characteristics
have been supposed with permeabilityµ = 1000µ0. The coil has only two turns placed
symmetrically to thex-axis and the value of DC current isI = 1 A (x+I = x−I = 0,
y+I = ±105 mm, y−I = ±35 mm).
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Fig. 6.1. C-shaped yoke magnetized by a coil

Only the half of geometry has been analyzed because of symmetry along the line
y = 0. The tangential component of magnetic field intensity is vanishing here, i.e. the
line y = 0 is a ΓH type boundary.Artificial far boundaryis supposed at the distance
r = 800 mm, whereB · n = 0. It is denoted byΓB. The value ofr, i.e. the place of the
artificial far boundary can be determined after some trials,the boundary condition along
ΓB should not modify the magnetic field in the problem region.

First of all, the problem has been solved by using the magnetic vector potentialA
as a reference solution, because the problem is 2D and the partial differential equation
(2.199) with boundary conditions (2.200) and (2.201) can beused. HereK = 0 and
α = 0. The magnetic flux densityB inside and around the yoke can be seen inFig. 6.2(a)
and inFig. 6.2(b). The system of linear equations has been solved by thedirect solver
UMFPACK [19,88].

It is easy to see that the magnetic field intensity is perpendicular to the liney = 0, i.e.
to the boundaryΓH and the magnetic flux lines follow the shape of the yoke.
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(b) A magnified plot

Fig. 6.2. The magnetic flux density simulated by using the magnetic vector potentialA
as a reference solution

The absolute value of magnetic flux density along the linex = −65, · · · , 65 mm,
y = 65 mm (along the center of upper leg of the yoke) can be seen inFig. 6.3. This result
is used as a reference solution in the following.

The impressed current vector potentialhas two components and it can be determined
easily by using the well known relation of the magnetic field intensity according to one
infinite long filamentary conductorH = I/2Rπ [28,81], i.e.

T 0 = T0,xex + T0,yey, (6.1)

where
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Fig. 6.3. The absolute value of magnetic flux density along the line
x = −65, · · · , 65 mm, y = 65 mm calculated by the magnetic vector potential



6.2. ILLUSTRATION HOW TO SELECTT0, THE C-MAGNET 181
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(6.3)

The impressed current vector potential can be calculated byanalytical expression
in nodes of the finite element mesh and the reduced scalar potential can be used in the
simulations. It is noted that there is no node where the filamentary conductors are placed.
The partial differential equation (2.160) with the boundary conditions (2.161) and (2.162)
can be applied to solve the problem. HereΦ0 = 0 sinceK = 0 and the tangential
component ofT 0 is equal to zero alongΓH , T 0 × n = 0, moreoverb = 0 onΓB.

The formulation is very simple, however, the solution is catastrophic in the iron region
as it can be seen inFig. 6.4(a) (here first order elements are used). The absolute value of
magnetic flux along the linex = −65, · · · , 65 mm, y = 65 mm calculated by the reduced
magnetic scalar potential can be seen inFig. 6.4(b).
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Fig. 6.4. The distribution of magnetic flux density vector iscatastrophic when using the
reduced magnetic scalar potentialΦ

The accuracy of solution can not be increased very well by increasing the number of
finite elements, however, applying higher order approximation results in better distribution
of the magnetic flux density. Here, the coarse mesh consists of 782 triangles with 419
unknowns, the very fine mesh consists of 50048 triangles with25241 unknowns and the
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approximation is linear. The geometry discretized by 3128 triangles when third order
approximation is applied and the number of unknowns is 14239.

Let us now compare the value of impressed current vector potentialT 0 and the gradient
of the reduced magnetic scalar potential∇Φ. It can be seen inFig. 6.5 for different
value of the relative permeabilityµr of the iron yoke. The difference between the two
quantities is decreasing by increasing the relative permeability, i.e. |H| = |T 0 −∇Φ| is
decreasing inside the C-shaped yoke. The impressed currentvector potential is expressed
by analytical formulation, while the magnetic scalar potential is approximated by first
order polynomial. The difference field can be very inaccurate if they are almost the same,
which results in numerical difficulties. This problem is usually referred ascancellation
error. This is the reason why the accuracy can be increased by increasing the order of
approximating polynomials, however, this is not a general rule (the impressed current
vector potential is very simple in this situation).
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Fig. 6.5. Comparison of the impressed current vector potential and the gradient of the
reduced magnetic scalar potential

There are two widely used solutions for this problem. The first is a combination of
the reduced and the total scalar magnetic potential, the second is applying edge elements
for the representation of impressed field.

The origin of cancellation error is the presence of impressed current vector potential
inside regions with high permeability. In iron regions the total scalar potentialΨ without
T 0 should be used and the reduced scalar potentialΦ with T 0 should represent the
magnetic field in the air region. In this case the partial differential equations (2.177)
and (2.178) must be solved satisfying the boundary conditions (2.179), (2.180), (2.181)
and (2.182), moreover the interface conditions (2.183) and(2.184). In this example,
Φ0 = Ψ0 = 0, becauseK = 0 andT 0 × n = 0, furthermoreb = 0. The line integral in
(2.183) can now be expressed by analytical formula, however, this is not general.

Here a coarse mesh with 782 elements and 419 unknowns has beenused again.
Figure 6.6 shows the comparison between results simulated by the reduced scalar potential
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formulation with third order approximation and the two potential approach with linear
and second order approximation. The first order approximation of Φ− Ψ-formulation is
much better than the linear one inFig. 6.4(b), however, the mesh is the same. The result
calculated by the second order elements (Φ − Ψ-formulation) is almost the same as the
third order one (Φ-formulation).
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Fig. 6.6. Cancellation error can be eliminated by theΦ−Ψ-formulation
(the first and the last curves are practically the same)
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Fig. 6.7. Cancellation error can be eliminated by applying edge elements in the
approximation of impressed field (the last two curves are practically the same)
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If the impressed current vector potential and the gradient of the reduced scalar potential
are in the same function space, then thecancellation errorcan be eliminated as it is
presented inFig. 6.7. Here the result of second order approximation simulated by the
Φ− Ψ-formulation has been compared by the first, the second and the third order vector
approximation of impressed field. The impressed current vector potentialT 0 has been
represented by edge elements and the reduced scalar potential with the same order has
been applied in the simulations. The second and the third order approximations are almost
the same, however, the first order one is also accurate.

The difference between the magnetic flux density simulated by the magnetic vector
potential and by the last method is maximum3 · 10−6, i.e. the relative error is1.8 %.

6.3 Iron cube in homogeneous magnetic field

The problem is a very simple structure, an iron cube is situated in a homogeneous magnetic
field [72]. The linear model can be seen inFig. 6.8 (B0 = (1 T)ez, µ = 1000µ0).

20 mm

100 mm

B0

x

y

z

iron m

m0

Fig. 6.8. Iron cube in a homogeneous magnetic field

The three planesx = 0, y = 0 andz = 0 are symmetry planes. On the planesx = 0
andy = 0 the normal component of the magnetic flux density is vanishing, B · n = 0,
i.e. they areΓB type boundaries, the planez = 0 is aΓH boundary, where the tangential
component of the magnetic field intensity is equal to zero,H × n = 0. Artificial far
boundariesat x = ±50 mm, y = ±50 mm andz = ±50 mm are assumed, where the
cube does not affect the magnetic field. The first and the second boundaries areΓB type
where the source magnetic flux is given by boundary conditions defined by potentials, the
artificial far boundaries placed atz = ±50 mm areΓH type, whereH × n = 0. These
simplifications result in the analysis of the eighth of the whole problem,x ≥ 0, y ≥ 0
andz ≥ 0 (seeFig. 6.9).
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Fig. 6.9. The analyzed region, the type of boundaries is alsoindicated

The aim of simulations is to compare the different potentialformulations, the gauged
and the ungauged magnetic vector potential approximated bynodal elements, the magnetic
scalar potential, the combination of the gauged magnetic vector potential and the magnetic
scalar potential, finally the magnetic vector potential approximated by vector elements.

First, the effect of gauging on the magnetic vector potential A has been studied. The
vector field of magnetic vector potential is not unique ifCoulomb gaugeis not used,
but the magnetic field calculated fromA is unique and of course, it is correct. The
behavior of the ungauged magnetic vector potential is very strange as it is presented in
Fig. 6.10(a). It is a very important experiment that the number ofiterations of iterative
solvers needed for the solution can be very high, because of the ill-conditioned mass
matrix. The solvers sometimes do not converge in the case of ungauged vector potential
(theconjugate gradient methodwith algebraic multigrid preconditioner has been applied
in the simulations). Coulomb gauge∇ · A = 0 can be easily satisfied by the modified
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(b) The gauged magnetic vector potential

Fig. 6.10. The effect of gauging on the magnetic vector potential
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partial differential equation (2.223). The gauged magnetic vector potential as well as
the boundary conditions according to (2.224)–(2.227) can be seen inFig. 6.10(b). The
number of iterations of the solver is decreasing by introducing Coulomb gauge (Fig. 6.11).

The resulting magnetic flux density and the gauged magnetic vector potential can be
seen inFig. 6.12. The results seem to be accurate, moreover the number ofiterations
is decreasing. However, let us take a closer look at the solution along the liney = 0,
z = 0 (Fig. 6.13(a)) andy = 10mm, z = 0 (Fig. 6.13(b)). The gauged solution is not the
same as the ungauged one, especially in the second case. The problem is coming from
the abrupt change of the permeability along the iron/air interface.
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Fig. 6.11. The number of iterations is decreasing by introducing gauging
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Fig. 6.12. Magnetic flux density as vectors and the gauged magnetic vector potential in
iron as streamlines
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The problem can be solved by the following modifications:

(i) The solution is correct if gauging is not used, however, solving the system of the
resulting equations can be very difficult, so this is not an advantageous way;

(ii ) Applying nodal finite elements to approximate the magneticvector potential results
in continuous normal and tangential components of the magnetic vector potential.
Allowing the jump of the normal component of the magnetic vector potential can
solve efficiently the problem. This means that a magnetic vector potentialA1 has
to be used inside iron and a magnetic vector potentialA2 has to be used in the air
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Fig. 6.13. Distribution of the magnetic flux density
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region. There are two unknown vector functions along the iron/air interface, but
A× n must be continuous;

(iii ) Usingedge elementsto represent unknown vector potentials.

The problem can be solved easily by thereduced magnetic scalar potentialΨ as well.
The main advantage of using magnetic scalar potential is thefew number of unknowns,
because it can be decreased from three per node to only one pernode.

A very advantageous formulation can be built up by applying the magnetic vector
potential inside iron and the magnetic scalar potential in the air region (A−Ψ formulation).
Unfortunately, the behavior of the magnetic field is very strange on the iron/air interface,
which is caused by the weak coupling of the normal component of the magnetic flux
density and of the tangential component of the magnetic fieldintensity along the iron/air
interface. If theA/Ψ interface is moved from the iron/air interface into the air region,
the problem disappears resulting theA −A − Ψ formulation. Comparison between the
results of the two potential formulations can be seen inFig. 6.14. The disadvantage of
this formulation is the high number of iterations and the strange behavior of error during
the iterations, but this can be eliminated by an appropriatesolver, as it is presented in
Fig. 6.15.
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Fig. 6.14. Magnetic flux density calculated by usingΦ in the air region

The value of flux inside the cube over the surfacez = 0,
∫
Γ

BzdΓ has been computed
and compared. The reference result of paper [72] is0.417 mVs. The number of elements
in the tetrahedral mesh, the number of equations, the numberof iterations (conjugate
gradient method with algebraic multigrid preconditioner)and the resulting flux are shown
in Table. 6.1. The magnetic flux calculated by the magnetic vector formulation is a little
lower, the magnetic flux calculated by using the magnetic scalar potential is a little higher
when using the same mesh.

Comparison between the performance and results of different formulations is collected
in Table. 6.1.
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Fig. 6.15. The performance of iteration is sensitive for thepreconditioner when
applying magnetic scalar potentail in the air region

(AMG-Algebraic Multigrid, GMG-Geometric Multigrid)

Table 6.1. Comparison between the performance and results of different formulations

A-formulation A1 − A2-formulation Ψ-formulation
No. of No. of No. of Flux No. of No. of Flux No. of No. of Flux
FEs eqs. iter. [mVs] eqs. iter. [mVs] eqs. iter. [mVs]
146 915 11 0.339 972 11 0.339 306 5 0.346
2552 12216 20 0.399 12309 21 0.399 3919 10 0.438
16838 73812 39 0.411 74139 40 0.411 24990 12 0.423
103034 434256 88 0.414 435087 96 0.414 145989 16 0.419

6.4 Conducting cube in homogeneous magnetic field

The problem is a modification of the previous one, i.e. a conducting cube made of iron
is situated in a homogeneous magnetic field resulting a linear eddy current field problem.
The linear model can be seen inFig. 6.8, too (B0 = (1 T)ez , µ = 1000µ0, but the
conductivity of the cube isσ = 2 · 106 S/m).

The problem has been solved in the time domain and the simulated frequencies are
f = 0.1 Hz, f = 1 Hz, f = 10 Hz andf = 100 Hz, and theskin depthis δ = 35.59 mm,
δ = 11.25 mm, δ = 3.559 mm and δ = 1.125 mm, respectively, calculated by the
relation [28,43,81]

δ =

√
1

πfµσ
. (6.4)

The number of calculated periods is 3 and every periods are divided into 72 time instants,
i.e. ω∆t = 5◦, whereω is the angular frequency of the external magnetic field and∆t is
the time step.
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The problem has been solved by theA, V − A and by theT , Φ − Φ formulations
and the vector potentials have been approximated by nodal and vector shape functions of
second order. In case of nodal approximation, theA1, V −A2 formulation is used, i.e.
the magnetic vector potentialA1 is used in the cube andA2 in the air region, similarly to
that presented in the last example. The aim was to compare theresults obtained by these
four formulations.

The finite element mesh of the problem can be seen inFig. 6.16 in case off = 0.1 Hz
andf = 1 Hz. Here, only the discretized cube is shown. The variation of thez component
of magnetic flux density inside the cube is almost linear, because the frequency is small
enough. The four methods result in practically the same magnetic flux density as it is
plotted inFig. 6.17.

Fig. 6.16. The FEM mesh of the eighth of the problem whenf = 0.1 Hz andf = 1 Hz
(the mesh in air is not shown)

(a) Magnetic flux inside the cube,f = 0.1Hz (b) Magnetic flux inside the cube,f = 1Hz

Fig. 6.17. Magnetic flux density calculated by using the fourpotential formulations
along the linex ∈ [0, · · · , 10]mm, y = 10 mm, z = 0 mm
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Here, thez component of the magnetic flux density is shown in the third period, when
the external flux density is decreasing from+1 T to −1 T (curves are denoted by the
integerk and curves are plotted at the time instantstk = (2.25 + k/18)/f ). In small
frequency, the eddy currents have very small effect.

It is our experience that worse results can be obtained at higher frequency when using
the same mesh. The effect of eddy currents is higher and higher when increasing the
frequency of the excitation and it is observable as the so-called skin effect [28, 43, 81],
i.e. the magnetic flux density and the magnetic field intensity are crowded out from the
interior parts of the cube. When the frequency is high enough, the magnetic field can
almost be equal to zero in the central part of the cube.

The changing (i.e. the gradient) of the magnetic field can be very small inside the
cube and it can be very fast close to the surface when the frequency is higher and higher.
The information, i.e. the change of magnetic field is crowdedout to the surface, that is
why finer and finer mesh close to the surface and as coarse mesh as possible in the interior
space should be generated. Increasing the degree of the approximating functions is not
the only way to solve this problem, the mesh must also be modified.

After some trials, the finite element mesh plotted inFig. 6.18 and inFig. 6.19 are
generated to reach accurate results atf = 10 Hz andf = 100 Hz, respectively. The
mesh is finer close to the surface and it is coarser inside the cube. This modification
has solved the problem of worse results as it can be seen inFig. 6.20 and inFig. 6.21
when the frequency isf = 10 Hz and f = 100 Hz, respectively. The figures show
the difference between the solutions calculated by using theA, V −A and theT , Φ−Φ
formulations. The magnetic flux density simulated by the magnetic vector potential is first
order, because the magnetic vector potential is second order. However the magnetic flux
density calculated by the second order current vector potential and the magnetic scalar
potential is smoother than the one calculated by the magnetic vector potential. Even so,
the results are comparable.

Fig. 6.18. The FEM mesh of the eighth of the problem whenf = 10 Hz
(only the cube is shown)
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Fig. 6.19. The FEM mesh of the eighth of the problem whenf = 100 Hz
(only the cube is shown)

(a) Magnetic flux inside cube, calculated by the
A, V − A formulation

(b) Magnetic flux inside cube, calculated by the
T , Φ − Φ formulation

Fig. 6.20. The magnetic flux density atf = 10 Hz along the linex ∈ [0, · · · , 10]mm,
y = 10 mm, z = 0 mm

The magnetic field is almost equal to zero when the distance measured from the
surface is higher than5δ [28,43,81]. It can be seen easily inFig. 6.21.

As a consequence of the above simulations, we can say that themagnetic flux density
simulated by nodal or vector representation of the unknown potentials leads to the same
results, however, this is not true for simulation time. The computation time is smaller in
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(a) Magnetic flux inside cube, calculated by the
A, V − A formulation

(b) Magnetic flux inside cube, calculated by the
T , Φ − Φ formulation

Fig. 6.21. The magnetic flux density atf = 100 Hz along the linex ∈ [0, · · · , 10]mm,
y = 10 mm, z = 0 mm

the case of vector representation of the magnetic vector potential and in the case of nodal
approximation of the current vector potential at low frequency, but in the case of vector
representation of the current vector potential in higher frequency. Results are presented
in Table6.2 and inTable6.3. Here, DOF means the number of degree of freedom, i.e.
the number of unknowns. The number of steps means the averagenumber of steps of the
whole time stepping scheme.

It is important to note that the ungaugedA, V −A formulation can be reformulated
by usingV = 0 asA⋆ − A formulation. The performance of this formulation is very
bad, the number of step is1022, 1014 and928 in the case off = 0.1 Hz, f = 1 Hz and
f = 10 Hz, moreover the convergence was very weak whenf = 100 Hz. The mesh was
the same as it is presented inTable6.2.

Table 6.2. Computational costs of using the magnetic vectorpotential

Formulation Frequency [Hz] DOF No. of steps
A, V −A, nodal 0.1 20180 105
A, V −A, vector 0.1 25324 50
A, V −A, nodal 1 20180 112
A, V −A, vector 1 25324 50
A, V −A, nodal 10 59579 219
A, V −A, vector 10 76356 72
A, V −A, nodal 100 105008 495
A, V −A, vector 100 136843 90



194 7. APPLICATION OF THE FINITE ELEMENT METHOD

Table 6.3. Computational costs of using the current vector potential

Formulation Frequency [Hz] DOF No. of steps
T , Φ− Φ, nodal 0.1 15622 17
T , Φ− Φ, vector 0.1 20456 32
T , Φ− Φ, nodal 1 15622 19
T , Φ− Φ, vector 1 20456 34
T , Φ− Φ, nodal 10 49458 53
T , Φ− Φ, vector 10 66773 49
T , Φ− Φ, nodal 100 86400 383
T , Φ− Φ, vector 100 117297 98

6.5 Steel plates around a coil, linear problem

This problem is a modification of Problem No. 10 of the TEAM Workshops [25, 63,
72]. The original task is to compute the transient eddy currents in saturated steel plates
around racetrack-shaped coil excited by exponentially rised current. Here, the problem is
simplified, the current as well as the permeability of steel are constant and static magnetic
field has been simulated.

The problem has been solved by the ungaugedA-formulation represented by edge
finite elements first, then by the gaugedA-formulation approximated by nodal FEM to
study the effect of gauging. Here thegeneralized minimum residual method(GMRES)
with algebraic multigrid preconditionerhas been applied to solve the linear system of
equations. The FEM mesh of the eighth of the problem can be seen in Fig. 6.22 (it is
enough to simulate the eighth of the problem because of symmetry). The convergence of
the ungauged version is very bad, but gauging can speed up thesolution of the system

Fig. 6.22. The FEM mesh of the eighth of the problem
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of linear equations (e.g. a mesh with 76662 tetrahedral elements and second order FEM
approximation results in 328116 equations, which can not besolved without gauging –
normalized residual was only 0.13 after 500 steps and it did not decrease –, however, it
is 274 steps with gauging when the error limit is10−6). Unfortunately, the magnetic flux
density calculated from the gauged magnetic vector potential is not correct, especially
in the vicinity of iron/air interface, because of the continuous normal component of the
magnetic vector potential. Generating finer and finer mesh does not solve this problem.
If the jump of the normal component of magnetic vector potential is allowed, the problem
can be eliminated, however, the number of unknowns is increasing a bit as well as the
number of iterations (in this case, the number of unknowns is341109 and the number of
iterations is 780). The magnetic flux density vectors insidethe plate and inside the central
plate can be seen inFig. 6.23 and inFig. 6.24.

Fig. 6.23. The magnetic flux is driven by the plates
(current density inside coil can also be seen)
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(b) Normal component ofA is not continuous

Fig. 6.24. Magnetic flux density vector calculated by using the gauged magnetic vector
potential approximated by nodal finite elements
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The magnetic flux should be almost constant inside the specimen,Fig. 6.25 shows the
results simulated by differentA-formulations using the same mesh. It must be noted that
the solution without gauge fix has been solved by the direct solver SPOOLES.
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Fig. 6.25. Thez component of the magnetic flux density,Bz, along the line
x = 0, y = 0, · · · , 30 mm, z = 0
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Fig. 6.26. Thez component of the magnetic flux density,Bz, along the line
x = 0, y = 0, · · · , 30 mm, z = 0 simulated by different formulations

The problem has been solved by the ungauged version of the magnetic vector potential
formulation, too. In this case, the coil’s current must be represented by the impressed
current vector potentialT 0 approximated by edge elements. Edge elements are used to
represent the magnetic vector potential, too, which results in larger value of the magnetic
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flux density (seeFig. 6.26). The number of unknowns is 95397 and 290123 for a coarse
and a fine mesh. In the first situation 55 and 112 steps needed tocalculate the ungauged
impressed field and the magnetic vector potential, respectively. In the case of fine mesh 93
and 349 steps needed. The ungauged version results in a faster solution than the gauged
one.

Next, the problem has been solved by the reduced magnetic scalar potentialΦ. The
coil’s current has been represented byT 0 approximated by edge elements, the magnetic
scalar potential has been approximated by nodal elements. Figure 6.26 shows the results
simulated by different formulations. It can be seen that themagnetic flux density inside
the magnetic material is larger than the result obtained by the magnetic vector potential
represented by nodal elements. The result calculated by thereduced scalar potential
formulation can be smaller and smaller by increasing the number of unknowns or the
order of approximation (the number of unknowns here is 14710and 173163 for a coarse
and a fine mesh). It must be noted that the order ofT 0 and ofΦ must be the same.

6.6 Steel plates around a coil, nonlinear problem

The modified version of Problem No. 10 of the TEAM Workshops have been solved when
the nonlinearity of the steel plates is taken into account. Measured data is known from
the paper [25,63,72].

The measured magnetization curve of steel plates can be seenin Fig. 6.27. This curve
can be modeled by simple functions, like the inverse tangentfunction, however, here a
neural network has been trained to represent the measured data.
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Fig. 6.27. The measured magnetization curve of steel plates

The problem has been solved by first order reduced magnetic scalar potentialΦ and
by first order ungauged magnetic vector potential. The problem region is discretized by
a mesh used in the last example, too, it consists of 76662 elements. The number of
unknowns is 95397 forT 0, 14710 forΦ and 95397 forA.
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The magnetic field intensity vectorH can be calculated directly when the reduced
magnetic scalar potentialΦ is used, obtained from the finite element method,

H = T 0 −∇Φ. (6.5)

In this case, the direct model,B = B{H} can be used to calculate the magnetic flux
density, then

B = µoH + R ⇒ R = B − µoH (6.6)

is used to update the residual termR. After it, the updated finite element equations must
be solved again and the procedure described here has to be repeated until convergence.

The magnetic flux density vectorB can be calculated when the magnetic vector
potentialA is used, obtained from the finite element method,

B = ∇×A. (6.7)

In this case, the inverse model,H = B−1{B} can be used to calculate the actual
magnetic field intensity, then the formula

H = νoB + I ⇒ I = H − νoB (6.8)

is used to update the residual termI. After it, the updated finite element equations must
be solved again and the procedure described here has to be repeated until convergence.

The magnetic field quantities as well as the residual terms are defined on the points of
the mesh, where the scalar potentials are.
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Fig. 6.28. Thez component of the magnetic flux density,Bz, along the line
x = 0, y = 0, · · · , 30 mm, z = 0 simulated by different formulations
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Updating the nonlinear residual termsR, or I means that the right-hand side of the
linearized, assembled system of equations is changing fromiteration to iteration. The
difference between two iteration steps (i.e.∆R, ∆I, ∆H , or ∆B) is decreasing during
the convergence algorithm. The iteration can be stopped if apredefined error limit is
reached.

The fixed point iteration scheme with 154 and 143 steps found the solution by using
theΦ and theA-formulation, respectively. Thez component of the resulting magnetic
flux density along the linex = 0, y = 0, · · · , 30 mm, z = 0 can be seen inFig. 6.28. The
averaged value of measured data isBz = 1.67 T [72]. Simulated results areBz = 1.72 T,
moreoverBz = 1.68 T by theΦ-formulation and by theA-formulation, respectively.

6.7 Asymmetrical conductor with a hole

Benchmark problem No. 7 of the TEAM workshop consists of an asymmetrical conductor
with a hole [30,40,64,85], seeFig. 6.29. The conductor is made of aluminum. The source
of magnetic field is the sinusoidal current flowing in the racetrack-shaped coil placed
above the plate eccentrically. The conductivity of the plate isσ = 3.526 · 107 S/m, the
maximumampere-turnis 2742 AT (the ampere-turn (AT) is the unit of magnetomotive
force, represented by a direct current of one ampere flowing in a single-turn loop in
vacuum), the frequencies aref = 50 Hz andf = 200 Hz.

The amplitude of the source current density of the coil can becalculated by the
formula |J | = 2742/(0.1 · 0.025)A/m2, where the denominator is the cross-section
area of the coil. The impressed current vector potentialT 0 must be used to represent the
current of coil in the case of ungaugedA-formulation andΦ-formulation.

The problem is a linear quasi-steady state eddy current fieldproblem with multiply
connected eddy current region, because there is a hole inside the conducting material.

Paper [30] is a summary of the measurement system and the comparison between 25
solutions with different methods and formulations and the measurements [1, 2, 7, 15, 26,
27, 32, 48, 62, 67, 76]. Here, the problem has been solved by the formulations introduced
previously. The problem has been discretized by tetrahedral finite elements. The air
region has been closed by an artificial far boundary as it can be seen inFig. 6.30. The
radius of the bounding sphere has been determined after sometrials. Figure 6.31 shows
the discretization of the plate and the coil. After some trials, the third order approximation
on a mesh with 8604 elements has been selected.

The weak formulations have been transformed to thefrequency domainby replacing
the operator∂/∂t by the multiplierjω, i.e. the resulting system of equations is complex.
The weak form of the gaugedA, V − A formulation (3.137)–(3.138) in the frequency
domain can be summarized as

∫

Ωc∪Ωn

[
ν (∇×W )·

(
∇× Ã

)
+ ν∇ ·W ∇ · Ã

]
dΩ

+jω

∫

Ωc

W ·
(
σÃ + σṽ

)
dΩ =

∫

Ωn

W · J0 dΩ +

∫

ΓHn

W ·KdΓ,

(6.9)

jω

∫

Ωc

∇N ·
(
σÃ + σṽ

)
dΩ = 0. (6.10)
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Fig. 6.29. A plate beneath a coil

The other formulations in the frequency domain can be obtained similarly. It is noted that
the problem based on nodal finite elements has been solved by theGMRES(Generalized
Minimum Residual Method) solver with theIncomplete LU preconditioner. If the vector
functions have been approximated by vector elements, the GMRES solver withSSOR
(Symmetric Successive Over-Relaxation) preconditioner has been applied. Our experiment
is that the other solvers of COMSOL Multiphysics are very slow in this case [18].

The reference solution is obtained by theA, V −A-formulation. The eddy currents
have a path around the hole filled with air, as it can be seen inFig. 6.32 and inFig. 6.33, for
f = 50 Hz andf = 200 Hz, respectively. The use of the reduced magnetic scalar potential
Φ in the eddy current free region results in false solution, asit is illustrated inFig. 6.34.
This is the situation when applying theA, V −Φ-formulation or theT , Φ−Φ-formulation
aiming the reduction of the degree of freedom.
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Fig. 6.30. Finite element mesh of the problem

Fig. 6.31. Finite element mesh of the plate and its surround

The problem of theA, V −Φ-formulation can be solved by applying theA, V −A−
Φ-formulation, when the magnetic vector potentialA is introduced in the hole, too. The
false solution of theT , Φ − Φ-formulation can be corrected by employing theT , Φ −
A-formulation or theT , Φ − A − Φ-formulation, when the magnetic vector potential
A is introduced in the whole air region, or only in the hole, respectively. The other
possibility is filling the hole with a conducting material with very low conductivity, i.e.
theT , Φ − Φ-formulation can be used without any modification. The conductivity of air
region in the hole can be determined by trial and error method, i.e. σair = σaluminum/c,
wherec is a constant. Increasingc results in a model, which is closer and closer to the
original one, however, the system of linear equations may become ill-conditioned and the
number of iterations may increase.

The nodalA, V −A-formulation as well as the nodalA, V −A−Φ-formulation can be
sped up by using edge element representation of the unknown magnetic vector potential.
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Fig. 6.32. Real part of eddy current field inside the aluminumplate atf = 50 Hz

Fig. 6.33. Real part of eddy current field inside the aluminumplate atf = 200 Hz

The convergence of the gaugedA, V −A−Φ-formulation is extremely slow. According
to [11], the reason of this inferior performance is the only Neumann type boundary
conditions (2.507) and (2.512) onΓncA

and onΓncΦ
, respectively, of the electric scalar

potentialV , since, there is no plane of symmetry. However, the performance of the
ungaugedA, V −A − Φ-formulation is much better. The fastest solver can be obtained
by using the nodalT , Φ − A − Φ-formulation, however, the performance of the nodal
T , Φ − Φ-formulation (the hole is filled with conducting media) is also satisfactory. It
is our experience that the use of edge elements in theT , Φ-based methods slow down
the solvers. In the case of edge element representation of the magnetic vector potential,
V = 0 can be supposed resulting theA⋆−A-formulation or theA⋆−A−Φ-formulation.
These methods have the advantage that the number of unknownsis decreasing, however,
the solution time is increasing.

Comparison of measured and simulated results inFig. 6.35 and inFig. 6.36 show



6.8. ROTATIONAL SINGLE SHEET TESTER 203

Fig. 6.34. False eddy current distribution inside the aluminum plate atf = 50 Hz
obtained by theA, V − Φ-formulation or by theT , Φ− Φ-formulation (real part)

that the solution of different potential formulations is practically identical and close to
measurements. The solution is complex, following [30], thequantity

C = sign(Cr)
√

C2
r + C2

i (6.11)

has been determined, whereCr andCi are the real and the imaginary parts of the complex
quantity, respectively (e.g. of the magnetic flux density) and sign(Cr) is the sign of the
real part. Finally,C can be plotted and analyzed (Table. 6.4, where CPU time means the
results of an AMD Athlon 64 X2 Dual Core Processor 4600+ 2.41GHz computer with
4GByte RAM).

6.8 Rotational single sheet tester

The example closing this chapter contains an ongoing research, which aims to build up a
vector hysteresis measurement apparatus. The CAD design ofthe arrangement is based
on the finite element method.

The rotational single sheet testeris one of the possible measurement arrangements
of the two-dimensional vector hysteresis properties. In this case, the specimen has round
shape and this is calledRRSST system[31,44,45,54–57].

The RRSST system is an induction motor, which rotor has been removed and the
round-shaped specimen has been installed in this place. Themagnetic field inside the
specimen can be generated by a special two phase winding excited by two independent
current generators. The two orthogonal components of the magnetic field intensity vector
and of the magnetic flux density vector inside the specimen can be measured by a sensor
system. The tangential component of the magnetic field intensity can be measured by two
coils placed onto the surface of the specimen (H-coils), the magnetic flux density inside
the specimen can be measured by two coils slipped into holes of the specimen (B-coils).
The block diagram can be seen inFig. 6.37.
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Table 6.4. Comparison between the performance and results of different formulations

Method Frequency [Hz] DOF Iteration CPU time [sec]
A, V −A, nodal 50 122020 532 1924
A, V −A, nodal 200 122020 857 2454
A, V −A, vector 50 132344 132 616
A, V −A, vector 200 132344 132 616

A, V −A− Φ, nodal 50 55554 980 1450
A, V −A− Φ, nodal 200 55554 9995 9919
A, V −A− Φ, vector 50 58377 185 259
A, V −A− Φ, vector 200 58377 180 255

T , Φ− Φ, nodal 50 53204 50 319
T , Φ− Φ, nodal 200 53204 60 345
T , Φ− Φ, vector 50 55949 216 278
T , Φ− Φ, vector 200 55949 277 355

T , Φ−A− Φ, nodal 50 53422 47 340
T , Φ−A− Φ, nodal 200 53422 44 325
T , Φ−A− Φ, vector 50 55999 2353 2409
T , Φ−A− Φ, vector 200 55999 1092 1171

A⋆ −A, vector 50 128952 405 1598
A⋆ −A, vector 200 128952 301 1213

A⋆ −A− Φ, vector 50 54147 436 456
A⋆ −A− Φ, vector 200 54147 328 384

The stator core is made of laminated iron, that is eddy currents have been neglected
there. Eddy currents have been taken into account only inside the specimen. According
to the preliminary studies of the problem [54–57], the magnetic field intensity is much
smaller inside the stator core than inside the specimen, so alinear characteristics have
been supposed inside the stator core (µr = 4000) and a nonlinear hysteretic one inside
the specimen. The hysteresis characteristics of the material have been simulated by the
isotropic neural network based vector model. Thex component of the applied hysteresis
characteristics can be seen inFig. 6.38. Here, the termsµoHx andRx are also presented.

The arrangement has been simulated by the gaugedT , Φ − Φ-formulation. Thex −
y plane of the arrangement has been discretized by triangularmesh (Fig. 6.39), which
has been extruded in thez direction resulting in prism elements. The mesh consists of
94512 prism elements. The impressed current vector potentialT 0 has been represented by
edge elements (seeFig. 6.40), the unknown current vector potentialT and the unknown
reduced magnetic scalar potentialΦ have been approximated by nodal elements. The
number of unknowns is 68893 and 5800 vector hysteresis models with 20 scalar models
per one vector model, i.e. the full number of scalar models is116000. There are 3 layers
inside the specimen.
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(a) A, V − A-formulation,f = 50 Hz
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(b) A, V −A-formulation,f = 200 Hz
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(c) A, V − A− Φ-formulation,
f = 50Hz
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(d) A, V − A− Φ-formulation,
f = 200 Hz
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(e) T ,Φ − Φ-formulation,f = 50Hz
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(f) T , Φ − Φ-formulation,f = 200 Hz
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(g) T ,Φ − A− Φ-formulation,
f = 50Hz
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Fig. 6.35. Thez component of the magnetic flux density alongx = 0, · · · , 288 mm,
y = 72 mm andy = 144 mm, z = 34 mm, simulated by different formulations
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(a) A, V − A-formulation,f = 50 Hz
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(b) A, V −A-formulation,f = 200 Hz
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(c) A, V − A− Φ-formulation,
f = 50Hz
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(d) A, V − A− Φ-formulation,
f = 200 Hz
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(e) T ,Φ − Φ-formulation,f = 50Hz
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(f) T , Φ − Φ-formulation,f = 200 Hz
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(g) T ,Φ − A− Φ-formulation,
f = 50Hz
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Fig. 6.36. They component of the eddy current density,Jy, along the two lines
x = 0, · · · , 288 mm, y = 72 mm, z = 0 mm andz = 19 mm, simulated

by different formulations
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Fig. 6.37. The block diagram of the measurement system
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Fig. 6.38. The hysteresis characteristics and the termsµoHx andRx

The system of the nonlinear ordinary differential equations (3.111) and (3.112) must
be solved in the time domain, because of the hysteresis characteristics and it has been
solved in the(n + 1)th time step by the following scheme for the general variablea:

a(n+1) − a(n)

∆t
= θ

∂a(n+1)

∂t
+ (1− θ)

∂a(n)

∂t
, (6.12)

where∆t is the time step of the time discretization andθ ∈ [0, · · · , 1] is a parameter [41].



208 7. APPLICATION OF THE FINITE ELEMENT METHOD

Fig. 6.39. The 2D mesh of the arrangement, which is extruded in z direction

First, the equations (3.111) and (3.112) must be multipliedby θ∆t and it is supposed
in the time step(n + 1),

∫

Ωc

[
θ∆t

σ
(∇×W k) ·

(
∇× T (n+1)

)
+

θ∆t

σ
∇ ·W k∇ · T (n+1)

]
dΩ

+

∫

Ωc

[
µoθ∆tW k ·

∂T (n+1)

∂t
− µoθ∆tW k · ∇

∂Φ(n+1)

∂t

]
dΩ =

−
∫

Ωc

µoθ∆tW k ·
∂T

(n+1)
0

∂t
dΩ−

∫

Ωc

θ∆tW k ·
∂R(n+1)

∂t
dΩ,

(6.13)

Fig. 6.40. Thex component of the impressed current vector potentialT 0
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−
∫

Ωc

(∇Nk) ·
(

µoθ∆t
∂T (n+1)

∂t

)
dΩ

+

∫

Ωc∪Ωn

(∇Nk) ·
(

µoθ∆t∇∂Φ(n+1)

∂t

)
dΩ

=

∫

Ωc∪Ωn

(∇Nk) ·
(

µoθ∆t
∂T

(n+1)
0

∂t

)
dΩ

+

∫

Ωc

(∇Nk) ·
(

θ∆t
∂R(n+1)

∂t

)
dΩ

+

∫

ΓB

Nkθ∆t
∂b(n+1)

∂t
dΓ.

(6.14)

Next, equations (3.111)–(3.112) are multiplied by(1− θ)∆t in the time step(n),

∫

Ωc

(1 − θ)∆t

σ
(∇×W k) ·

(
∇× T (n)

)
dΩ

+

∫

Ωc

(1 − θ)∆t

σ
∇ ·W k∇ · T (n)dΩ

+

∫

Ωc

µo(1 − θ)∆tW k ·
∂T (n)

∂t
dΩ

−
∫

Ωc

µo(1 − θ)∆tW k · ∇
∂Φ(n)

∂t
dΩ =

−
∫

Ωc

µo(1 − θ)∆tW k ·
∂T

(n)
0

∂t
dΩ

−
∫

Ωc

(1− θ)∆tW k ·
∂R(n)

∂t
dΩ,

(6.15)

and

−
∫

Ωc

(∇Nk) ·
(

µo(1 − θ)∆t
∂T (n)

∂t

)
dΩ

+

∫

Ωc∪Ωn

(∇Nk) ·
(

µo(1− θ)∆t∇∂Φ(n)

∂t

)
dΩ

=

∫

Ωc∪Ωn

(∇Nk) ·
(

µo(1 − θ)∆t
∂T

(n)
0

∂t

)
dΩ

+

∫

Ωc

(∇Nk) ·
(

(1− θ)∆t
∂R(n)

∂t

)
dΩ

+

∫

ΓB

Nk(1− θ)∆t
∂b(n)

∂t
dΓ.

(6.16)
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Finally, the equations (6.13), (6.15) and (6.14), (6.16) must be added using (6.12),

∫

Ωc

θ∆t

σ
(∇×W k) ·

(
∇× T (n+1)

)
dΩ

+

∫

Ωc

θ∆t

σ
∇ ·W k∇ · T (n+1)dΩ

+

∫

Ωc

[
µoW k · T (n+1) − µoW k · ∇Φ(n+1)

]
dΩ =

−
∫

Ωc

µoW k ·
(
T

(n+1)
0 − T

(n)
0

)
dΩ

−
∫

Ωc

W k ·
(
R(n+1) −R(n)

)
dΩ

−
∫

Ωc

(1 − θ)∆t

σ
(∇×W k) ·

(
∇× T (n)

)
dΩ

−
∫

Ωc

(1 − θ)∆t

σ
∇ ·W k∇ · T (n)dΩ

+

∫

Ωc

[
µoW k · T (n) − µoW k · ∇Φ(n)

]
dΩ,

(6.17)

and

−
∫

Ωc

(∇Nk) ·
(
µoT

(n+1)
)

dΩ

+

∫

Ωc∪Ωn

(∇Nk) ·
(
µo∇Φ(n+1)

)
dΩ

=

∫

Ωc∪Ωn

(∇Nk) · µo

(
T

(n+1)
0 − T

(n)
0

)
dΩ

+

∫

Ωc

(∇Nk) ·
(
R(n+1) −R(n)

)
dΩ

+

∫

ΓB

Nk

(
b(n+1) − b(n)

)
dΓ

−
∫

Ωc

(∇Nk) ·
(
µoT

(n)
)

dΩ

+

∫

Ωc∪Ωn

(∇Nk) ·
(
µo∇Φ(n)

)
dΩ.

(6.18)

Different schemes can be realized by selectingθ, if θ = 1, θ = 0, θ = 1/2 or θ = 2/3,
the scheme is thebackward Euler scheme, theforward Euler scheme, theCrank–Nicolson
schemeor theGalerkin scheme, respectively. Here, the Galerkin scheme has been used.
The other formulations can be formulated in a similar way.

The problem is nonlinear, which must be solved iteratively.The appliedfixed point
based algorithmis the following.
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1. Starting from demagnetized state,H = 0, B = 0. Initialize variables,T (0) = 0,
Φ(0) = 0, R(0) = 0, n = 0, k = 1 (k is the index of fixed point iteration, for
short, it is denoted only if necessary). Calculateµo using thex component of the
isotropic vector hysteresis characteristics;

2. Solve the equations (6.17) and (6.18) in the time step(n + 1);

3. Calculate the magnetic field intensity inside the specimenin the time step(n + 1)

by H(n+1) = T
(n+1)
0 + T (n+1) −∇Φ(n+1);

4. Calculate the magnetic flux density by the direct isotropicvector hysteresis model,
B(n+1) = B{H(n+1)};

5. Update the residual termR(n+1)
k+1 = B(n+1) − µoH

(n+1), which is the new value

of R(n+1) in the equations (6.17) and (6.18);

6. Repeat from step 2 until the procedure is not convergent andk ← k + 1. The
criteria of stopping the sequence 2–5 is

∥∥∥R(n+1)
k+1 −R

(n+1)
k

∥∥∥ < εR, (6.19)

or
∥∥∥H(n+1)

k+1 −H
(n+1)
k

∥∥∥ < εH , (6.20)

or
∥∥∥B(n+1)

k+1 −B
(n+1)
k

∥∥∥ < εB, (6.21)

whereεR, εH andεB are predefined error limits, e.g.εR = 10−6 and‖·‖ is a norm.
Here, the following norm has been used:

√√√√ 1

Nh

Nh∑

i=1

∣∣∣H(n+1)
k+1,i −H

(n+1)
k,i

∣∣∣, (6.22)

whereNh is the length of vector storing the values ofH, moreoverk is the index
of fixed point iteration. In other words, the iteration is stopping if two subsequent
solution are close enough to each others. If time step(n + 1) is convergent, then
the next time step must be iterated.

Every data is modified by the iteratedR(n+1) in time step(n + 1).
The independent excitation currents have been prescribed by the functions

ix(t) = Ix sin(ωt + α), (6.23)

and

iy(t) = Iy sin(ωt + β). (6.24)
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The amplitude and the phase of currents define the polar angleand the amplitude of the
magnetic field intensity vector or of the magnetic flux density vector. Controlling the flux
or the magnetic field can be worked out by an iterative feedback algorithm. Here the
relationship between the currents and the magnetic field intensity is studied atf = 5 Hz,
f = 50 Hz andf = 500 Hz. The conductivity of the specimen isσ = 2 · 106S/m, the
value ofµo is about4000µ0 and the peak value of currents is1 A. The thickness of the
sample is0.5 mm.

In Fig. 6.41, the magnetic field intensity has been increased in thex direction then it
has been rotated in the counter clockwise direction and onlythe stationary state of the two
orthogonal components of the magnetic field intensity at point x = y = z = 0 is plotted.
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Fig. 6.41. Variation ofx andy components of the magnetic field intensity vector and the
loci of the magnetic field intensity and the magnetic flux density at the point

x = y = z = 0
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The effect of eddy currents can be sensed atf = 500 Hz, because the magnetic field
has some phase shift and its amplitude becomes smaller, however, the result according
to f = 50 Hz seems to be almost the same as the results off = 5 Hz calculations.
Figure 6.41 shows the rotating magnetic field intensity vector and the magnetic flux
density vector whenf = 5 Hz. The effect of hysteresis can be seen in the figure, because
the magnetic flux density has some delay, which moreover means that the material is not
in the saturation state.

Figure 6.42 shows the time variation of thex andy components of the magnetic field
intensity at some points inside the specimen (f = 50 Hz). The coordinates are given in
the legend of the figure in mm andz = 0.
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Fig. 6.42. Loci of magnetic field inside the specimen, rotating field

Figure 6.43 shows the loci of the magnetic field intensity vector in linear excitation
whenix(t) = iy(t). The coordinates are given again in the legend of the figure inmm
andz = 0.
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Fig. 6.43. Loci of magnetic field inside the specimen, linearfield
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[9] O. Bı́ró, K. Preis, G. Vrisk, and K. R. Richter. Computation of 3-D magnetostatic
fields using a reduced scalar potential.IEEE Trans. on Magn., 29:1329–1332, 1993.
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